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A Theory of the Theory of Public Goods
Randall G. Holcombe
A public good, as defined by economic theory, is a good that, once produced, can be consumed by an additional consumer at no additional cost. A second characteristic is sometimes added, specifying that consumers cannot be excluded from consuming the public good once it is produced. Goods with these characteristics will be underproduced in the private sector, or may not be produced at all, following the conventional wisdom, so economic efficiency requires that the government force people to contribute to the production of public goods, and then allow all citizens to consume them. Simple observation of the real world suggests two problems with the application of public goods theory as a justification for government production. First, many public goods are successfully produced in the private sector, so government production is not necessary. Second, many of the goods government actually does produce do not correspond to the economist’s definition of public goods, so the theory does a poor job of explaining the government’s actual role in the economy. If public goods theory fails as a theory of public expenditure, why is it so firmly entrenched in the economic theory of the public sector? This paper develops a theory to explain the development and use of public goods theory as a justification for government production.
The paper begins by examining the theory of public goods. Public goods certainly exist, in the sense that there are goods that fit the economist’s definition of public goods, but production in the public sector is neither necessary nor sufficient for the efficient production of public goods. A model that explains government involvement in the economy is then presented. Within this model, the production of national defense is explained as an institution that enables the government to protect and enhance its own wealth. Following this reasoning, national defense is produced by government because it furthers the private interests of those who run the government, not because it is in the public interest for the government to produce public goods. The model in this paper has more of an economic foundation than the theory of public goods, because it explains the production of national defense as the result of the rational self-interested decisions of individuals, rather than as a product of a benevolent government that acts in the public interest.
The model is then extended to show that public education serves a similar function by lowering the cost to the government of getting its citizens to further the government’s interests. Public education gives the government more control over the educational system, and, more to the point, public education makes educators government employees, so educators have the incentive to further the government’s interests. Public education furthers the government’s interests by socializing students to make them better (more compliant) citizens, and by teaching a curriculum that portrays the government as an institution that furthers the public interest. Public goods theory is a part of this curriculum.
The first step in developing a theory of the theory of public goods is to examine the idea that goods with public-goods characteristics require government production for efficiency. Public goods theory can then be shown to be wanting as a positive theory of public-sector production. If public goods theory does not explain the activities of the public sector, why was it developed, and why does it remain a core concept in the teaching of public finance? This paper shows how it is in the best interest of those who run the government to promote public goods theory, and shows how educators have been given the incentive to develop and to teach public goods theory.
Public Goods
Economists define a public good as a good having one or both of the characteristics of nonexcludability and jointness in consumption. Nonexcludability means that it is difficult to keep people from consuming the good once it has been produced, and jointness in consumption means that once it is produced for one person, additional consumers can consume at no additional cost. Goods that are joint in consumption are also called collective-consumption goods or non-rival consumption goods, and the terms are used interchangeably here.
The most precise technical definition of a public good, and the definition that is most often referred to by economists, is Samuelson’s definition, which says that a public good is a good that, once produced for some consumers, can be consumed by additional consumers at no additional cost. This is the jointness in consumption referred to above.1 While this is the standard economist’s definition of a public good, economists have taken some liberty with the language in formulating the definition.2 While economists give it a formal technical definition, in verbal analysis “public good” is often used in an ambiguous manner.
A dictionary defines public as “of, related to, or serving the community.” For most people who hear it, including economists, the term conjures the image of a good available for all citizens to consume, and common examples used by economists, such as national defense and highways, are suggestive of the idea that a public good is a good produced by government, and generally available for the benefit of its citizens. Indeed, this more commonsense definition of public good was generally accepted by economists until Samuelson made the definition more precise, and at the same time altered its meaning.3 Thus, on the one hand, professional economists define the term public good as something with the technical characteristics of jointness in consumption and nonexcludability. When they use the term in a discussion of the public sector, however, it conveys the connotation of government production. Indeed, when Samuelson rigorously defined the term, he also gave reasons why public-sector production is necessary for efficiency, creating a close link between the dictionary definition of the term and Samuelson’s formal definition. The implication is that the technical definition is just a more rigorous variant of the dictionary definition.
The common name given to Samuelson’s rigorous definition suggests that public goods are government-produced goods, implying that goods with the characteristics of jointness in consumption and nonexcludability ought to be produced by government. Perhaps this bias in the name is obvious, but it is an integral part of the application of the theory of public goods. An economist argues that a good has the characteristics of either jointness in consumption or nonexcludability, and then, because that makes the good a public good, implies that the good should be produced in the public sector.
Is a public good a good that is produced in the public sector, or is it a collective consumption good, or a nonexcludable good, or all of the above? The nomenclature leads one to believe that there is good reason for goods with publicness characteristics to be produced in the public sector. Despite the deceptive use of language in the naming of public goods, the remainder of this paper will stick closely to the economist’s definition of jointness in consumption and nonexcludability, and will examine critically the notion that public goods are more efficiently produced in the public sector.
Public Goods and Public Production
The name public goods suggests public-sector production, and Samuelson argued the merits of public-sector production when he first formalized the theory of public goods.4 Samuelson argued that there is no good revealed-preference mechanism for public goods, so they will not be produced efficiently, if at all, in the private sector. Public-sector production is thus required for efficiency. Note that even the titles of Samuelson’s articles show the implication that public goods, as he defines them, must be produced in the public sector. The titles of both articles refer to a theory of public expenditure rather than a theory of public goods.
In his second article, Samuelson recognized that there could be other definitions of publicness, and other theories of public expenditure, but reinforced the idea that goods with the collective-consumption characteristic he described would have to be produced in the public sector for efficiency reasons.5 Because the idea is so closely associated with Samuelson, this characteristic of jointness in consumption is often referred to as Samuelsonian publicness. In the face of Samuelsonian publicness, markets fail to allocate resources Pareto-efficiently, and Samuelson’s ideas on market failure were combined with others pursuing parallel lines of reasoning in other areas to generate a substantial literature on market failure. Bator synthesizes this literature by showing that there are numerous ways in which markets fail to be efficient, which points toward a policy of government intervention to correct the market failures.6 By the end of the 1950s, public goods theory, as developed by Samuelson, was an integral part of public-expenditure theory.
The fact that some goods exhibit Samuelsonian publicness is not a matter of dispute, but the idea that Samuelsonian public goods must be produced in the public sector to allocate resources efficiently does not logically follow from the Samuelsonian publicness characteristic. One logical problem is that even if market production fails to reach the theoretical ideal of Pareto efficiency, there is no guarantee that government production will be any more efficient than private production. As Buchanan explains, if Pareto efficiency is used as the benchmark for success, then government can fail to allocate resources efficiently in the same way that markets can.7 Thus, one would have to compare market versus government production by evaluating the real-world institutions in each case, rather than comparing the theoretical efficiency of Pareto optimality with the real-world performance of markets.
A second issue is the problem of revealed preference, which was well-recognized by Samuelson. If the market fails to get a true measure of revealed preference for public goods, can the government expect to do any better? Writers such as Tiebout, Clarke, and Tideman and Tullock have described how public-sector mechanisms could be designed to efficiently allocate public goods, helping support public goods theory as a foundation for government production.8
But revealed preferences exist in the private provision of Samuelsonian public goods as well. Minasian describes the advantages of revealed preferences for public goods by examining the market for television broadcasts.9 If the broadcasts were financed by tax revenues, produced by the government, and distributed free of charge to viewers, then the government would have no way of telling which broadcasts were more valuable to its viewers. But if markets distributed the broadcasts, then producers could use market indicators if viewers paid for each viewing (as they do with motion pictures), or if advertisers paid and wanted their advertising to be shown with broadcasts that appealed to their consumers.10
If Samuelsonian public goods are sold on the market like movie tickets, then some inefficiency would result from the exclusion of individuals who valued the good, but by less than the market price. This inefficiency would have to be weighed against the efficiencies generated by the market’s revealed-preference mechanisms. The advantages are much broader than just indicating what type of motion picture is most valuable to viewers. Innovations in markets, whether regarding locations, product types, or potential new markets, are best seen by those who work in those markets, and who have the potential to profit from innovations. The advantages of market production in this context have been described by Hayek and Kirzner11 among others, and at least establish that Samuelsonian publicness by itself does not create a presumption that public production is more efficient than private production.
Yet another obvious problem with producing public goods through tax-financed public-sector production is that the tax system imposes an excess burden on the economy. The excess burden of taxation includes those costs of the tax system over and above the revenues collected, such as the disincentives caused by taxes, and the administrative and compliance costs that the tax system produces. Thus, at the very least, any inefficiencies of private-sector production would have to be weighed against the inefficiencies produced from using the tax system to raise revenue; yet the excess burden resulting from public finance is rarely mentioned when the public-goods argument is used to justify public-sector production.
A second characteristic of publicness is nonexcludability. A good is nonexcludable if it is prohibitively costly to keep people from consuming the good after it has been produced. The problem with nonexcludable goods is that if consumers cannot be excluded from consuming them, they will free ride and consume without paying, again resulting in underproduction of the good. Note that Samuelsonian publicness and nonexcludability are two completely distinct characteristics. A good could be Samuelsonian public, yet excludable, or nonexcludable but Samuelsonian private. For example, cable television systems often have premium channels which are scrambled to exclude non-paying customers. The premium channels could be extended at no additional cost to all viewers who have cable, so are Samuelsonian public, but the costs of exclusion are low enough that the cable company can extend the premium channels only to those who pay.12 Likewise, Samuelsonian private goods that are nonexcludable are sometimes referred to as common-pool goods.13
In practice, there is a tendency to confuse Samuelsonian public goods with nonexcludable goods, partly because typical examples of public goods share both characteristics. However, one characteristic does not imply the other, and each characteristic has its own separate argument regarding the inefficiency of private production. For Samuelsonian public goods, it is inefficient to exclude potential consumers who place any positive value on the good, whereas for nonexcludable goods, free riders result in a marginal value of the good to consumers that exceeds marginal cost. For Samuelsonian public goods, inefficiency occurs if people are excluded, whereas the inability to exclude people creates the inefficiency with nonexcludable goods. In both cases, underproduction results when compared to a theoretical ideal. However, as noted above, incentives in the market may be able to improve resource allocation when compared to government production, meaning that there can be no presumption that public production is more efficient than private production for public goods of either type.
Real-World Production of Public Goods
In practice, the market produces many nonexcludable Samuelsonian public goods. Television and radio broadcast signals provide examples of goods that are both nonexcludable and Samuelsonian public. Broadcasts are not sold directly to the viewing public in most cases but are financed through advertising, and advertisers can be excluded. This shows how market arrangements can be devised in innovative ways to overcome publicness problems, but adherents of public goods theory are critical of this example of the private production of a public good because they argue that it is not the public good that is sold, but rather the excludable good. Still, the example is worth noting because it shows the way that markets can respond by designing real-world solutions to theoretical problems.
Another example of a public good produced in the private sector is microcomputer software. Once the program is written, additional users can copy the program, making it available to additional users at no cost to existing users, so microcomputer software is Samuelsonian public. Because it is so costly to prevent such copying, it is also nonexcludable. Yet Bill Gates became one of the richest men in the world in a period of about a decade, selling a public good. This example is all the more interesting in the middle 1990s because, while microcomputer software is a public good, the computers that run the software are private goods, and in recent years the companies selling the public good on the market have been much more profitable than those selling private goods to the same markets. Given the significant advances that have been made in software, few people would argue that software would be more efficiently produced by the government than by the private market. The private market has been very successful at producing this public good.
Consider microcomputer software within the context of the problems that supposedly arise in the production of public goods. Because of jointness in consumption, any positive price inefficiently excludes some consumers, but the fact that it is difficult to exclude users who copy the programs of others mitigates this problem, at least to a degree. Furthermore, the positive price also provides a market guide to the value of the program, pointing the market toward production that better satisfies consumer demands. This enhances efficiency. Because a public good is nonexcludable, public goods theorists argue that free riders will keep producers from profiting from the production of the public good. Yet, legal institutions arise to mitigate this problem and provide revenue to the producers, and the relative profitability of software manufacturers to hardware manufacturers shows that the free-rider problem has not materially hindered the industry.14 When judging the efficiency of private production of public goods, it must be done relative to alternative real-world institutions, rather than relative to some abstract theoretical ideal such as Pareto optimality. The theoretical arguments show how market incentives lead toward the efficient production of public goods, and an examination of the software industry provides an example of how this works in the real world. Could anyone think that software would be cheaper or more productive if it were produced by the government rather than by private firms?
When considering the software example, doubters are quick to give reasons why software can be produced by private markets while other goods, like national defense must be produced by government. Any differences between software and national defense are irrelevant to the present discussion, however. The issue is not whether national defense, or any other specific good, can be produced by markets, but rather whether public goods, defined by economic theory as non-excludable collective consumption goods, can be efficiently supplied by markets. Examples such as software and radio broadcasts show that they can. Thus, if government production of national defense (or any other good) is necessary for efficiency, it is not because those goods are public goods. Using the economist’s definition, public goods can be and are supplied efficiently by markets. Theoretical arguments show why this can be so, and examples demonstrate that it actually happens.
Public Goods and Market Production
The preceding sections have covered a substantial amount of ground, with the intention of making a limited point. The point is that from the standpoint of economic theory and by looking at real-world evidence, there is no reason to presume that government production is necessary to efficiently produce nonexcludable Samuelsonian public goods. From a theoretical perspective, market production of public goods provides the benefits of revealed preference for demands and incentives to satisfy consumer demand at low cost. Innovation is likely to be greater for private rather than public production, following the arguments of Hayek and Kirzner.15 Further, private-sector production avoids the cost of the excess burden of taxation. Finally, there are well-known incentive problems that stand in the way of efficiency for any type of government production. Real-world evidence shows that nonexcludable Samuelsonian public goods, like radio broadcasts and microcomputer software, are efficiently produced in the market. Indeed, in locations such as Britain and Cuba, where the government produces radio broadcasts, there is a black market for private radio broadcasts, indicating that private provision can thrive even when subsidized public provision is already taking place.
Note the limited scope of this argument. It does not say that there is no reason for the government to produce certain goods, such as national defense or roads or education. It merely says that if there is a reason, it cannot be that these goods are nonexcludable Samuelsonian public goods. Both theoretical and practical evidence shows that the market can efficiently produce some nonexcludable Samuelsonian public goods, so publicness by itself cannot be the reason for government production. Private markets can produce public goods, both in theory and in reality.
Is Government Production a Public Good?
An examination of the expenditures of governments in the United States shows that the largest single category of government expenditure is redistribution. At the federal level, national defense is the second-largest category of government expenditure, while at the state and local level, education is the major expenditure category. Governments undertake an array of other expenditure programs, but because public goods theory has been put forward as a theory of public expenditure, it is reasonable to ask whether government output is a public good. In other words, can public goods theory be used to explain what the government actually does?
The best claim that one could make that redistribution is a public good is that it may provide a nonexcludable benefit to those who give. The argument goes as follows. People want to be charitable because they want to see an improvement in the well-being of those who are disadvantaged. However, if one person gives to charity, another can free ride off this donation by allowing the contributions of others to improve the situation of the disadvantaged. Both the giver and the free rider receive the same benefit in terms of seeing an improvement in the well-being of the recipient.16 The donation itself is a private good to the recipient, because a dollar given to one recipient is a dollar less available to another, but it may be a public good among potential donors. Thus, in order to provide the optimal amount of redistribution, the government forces people to contribute.
Empirical verification of this argument might be difficult, because taxpayers arguing that they did not want to contribute as much as they are to redistribution might be lying in order to try to become free riders. However, one must pause to consider the amount of redistribution that takes place in the United States to those who are relatively well-off. The poor outside the United States are so much worse off than those inside the United States that one must wonder what kind of a utility function these altruistic donors have that makes them so charitable to those within the nation’s borders but so unsympathetic to those in other parts of the world (and sometimes just across the border). Furthermore, the bulk of redistribution efforts in the United States goes toward those who are not among the lowest in income, and sometimes are among the wealthiest members of the population.17
If the argument that redistribution is a nonexcludable good is tenuous, it should be apparent that redistribution is not a Samuelsonian public good. In Samuelson’s framework, it is a pure private good. A dollar’s worth of resources redistributed to one person reduces the amount of resources available to others by a dollar, so consumption is completely rivalrous. Public goods theory cannot explain redistribution, the largest economic activity of the contemporary public sector.
One might argue that government coerces taxpayers to contribute to redistribution programs because redistribution is a public good, but an alternate hypothesis is that government redistribution goes to those who have political power. This would explain why redistribution would go toward people in this country when others outside the country, who are much worse off, get none, and would explain why much redistribution goes toward those who are not financially disadvantaged. Conventional wisdom, for example, suggests that politicians are reluctant to tamper with Social Security benefits because of the political power of elderly Americans. This conventional wisdom lines up with the political-power theory of redistribution, not the public goods theory.
The two other major products of government, national defense and education, are susceptible to the same types of questions. Most people unthinkingly associate defending a nation’s borders with defending the individuals within those borders, but Hummel and Lavoie show the fallacy of this argument.18 Once the distinction is pointed out, it becomes obvious that national defense protects the government’s sovereignty, and only peripherally protects the individual citizens of the government. National defense and education are both considered at greater length below. Other public-sector output, such as roads and police protection, also have been claimed as public goods. While they will not be examined specifically in this paper, the private production of these goods has been analyzed by other authors who have shown the advantages of private-sector production.19
The concept of a public good is vague enough that many goods might in some sense be called public. However, the concept of Samuelsonian publicness has a precise mathematical definition that allows empirical measurement of Samuelsonian publicness. If a good is Samuelsonian public, the marginal cost of adding an additional consumer is zero, and this can be tested with data on the cost of public goods. Empirical studies on many goods confirm that government output empirically is a private good, not a public good.20 Legislation—the cost of passing laws—would seem to be about as public as any governmentally-produced good, because laws passed for one person can costlessly cover others, yet when subjected to an empirical test of Samuelsonian publicness, even legislation turns out to be primarily a Samuelsonian private good.21 One might debate about what one means by the term public good, but if one takes the precise Samuelsonian definition, empirical evidence shows that the government produces private goods, not public goods.
A Positive Model of Government
The theory of public goods is on shaky ground if it is to be used either to explain or justify public-sector production. The previous two sections have shown that, first, both theoretical and empirical evidence show that the private sector can produce public goods efficiently, and second, that most of what the government produces is not a public good anyway. Note the limited nature of this claim. The argument says nothing about whether it is efficient to produce certain goods in the public sector, but only demonstrates that public goods theory fails on both theoretical and empirical grounds as an explanation for what goods are produced, or should be produced, in the public sector. How can public-sector activity be explained from an economic standpoint? This section describes a positive model of government to use as a foundation for understanding the government’s role in the production of goods, services, and transfers. A more complete description of the model outlined here is found in Holcombe, The Economic Foundations of Government.22
Recent interest in the contractarian model of government has promoted the idea that governmental institutions can be designed for the mutual benefit of all citizens, reinforcing the public goods view of public production.23 These models stand on an economic foundation in the sense that governmental institutions are developed as a result of mutually-beneficial exchange and gains from trade, but have been criticized because the contractarian model is based on agreement as the foundation for government.24 As a matter of fact, governments historically have been imposed on some individuals by others, and continue to hold their power by force, not agreement. No matter how much a person might actually agree with the goals and purposes of government, ultimately the government uses the threat of force to create compliance with government rules.25
Consider Buchanan’s model of a social contract being negotiated from the hypothetical starting point of anarchy.26 In Buchanan’s model, all must agree that they are better off with than without the social contract, which constitutes a conceptual agreement with the contract. In fact, in a Hobbesian anarchy, nobody would be very well-off. The weakest would be subject to predation by the strong, but even the strong would find little to take from the weak, because the weak would have little incentive to produce if they had no way to retain any benefits from their production. In this situation, a Pareto-superior move could be made in which the strong make a believable promise to the weak that if the weak just give them a fixed percent of their income—say 30 percent—the strong, in exchange, promise not to take anything more from them.
Such a promise makes both the weak and the strong better off because the weak now get to keep 70 percent of what they produce rather than having everything taken from them, while the strong get everything they produce plus 30 percent of what the weak produce. While this outcome would likely fail the Rawls “veil of ignorance” test,27 it more realistically depicts the way that, throughout history, some people have conquered others in order to enhance the wealth of the conquerors. Prior to the agricultural revolution, bandits preyed on groups of individuals, but the advent of agriculture tied individuals to fixed locations. It then became more efficient for those bandits also to tie themselves to fixed locations in order to continue preying on those who were producing, and also to try to prevent competing bandits from taking their wealth while the original bandits were elsewhere. The strong become the government, while the weak become the government’s citizens and pay them tribute.
The citizens of this government are the source of the government’s wealth, but the existence of a government creates an opportunity for other powerful individuals to overthrow the government to capture that wealth. Thus, the government has an incentive to protect its citizens, because it is protecting its own source of income. Citizens of the government pay their taxes, and in exchange the government protects them because the citizens produce the government’s income. There is a natural exchange of protection for tribute, which is the fundamental exchange relationship that binds a government with its citizens. The citizens benefit because they receive protection, and they have an incentive to comply because the government threatens to use force against those who do not comply. The government benefits because it receives its revenue from the citizens, and it has an incentive to provide them protection because it is protecting its own source of income.
This model explains the government’s activities as a function of the private interests of those who run the government. In this model, the government has an incentive to constitutionally constrain its taxing power, because by guaranteeing its citizens that they profit from their productivity, citizens will be more productive, and there will be more for the government to take. Constitutional constraints benefit the government, in contrast to the contractarian paradigm where constitutional constraints are imposed on the government by citizens who want to constrain government power. The government has an incentive to protect the rights of its citizens to ensure their productivity. The government then has an incentive to engage in other forms of public-sector production because it can assign itself a monopoly and receive monopoly profits, further enhancing the profitability of governing.
Democratic election of government leaders, with strong advantages to incumbents, also makes sense as a way of maximizing government profit. By allowing elections, government leaders channel the resources of potential challengers into elections rather than into violent overthrow. People who want to take over dictatorships must do so by force, creating a threat to dictators, and requiring that resources be devoted toward protecting the government from revolutions. Democracies can save those resources, which makes governing potentially more profitable as well as less physically threatening.28 Introspection helps reinforce this idea that democracy is desirable for political leaders. Which would you rather be, a democratically-elected political leader, or a dictator who holds on to the position by threat of force?
Holcombe develops this model of government in further detail, but this overview is sufficient for the development of a theory of the theory of public goods.29 The point is that economic theory suggests that people are likely to act in ways that further their own interests rather than the general public’s interest. The public goods theory of public expenditure suggests that the government acts in the public interest, but an alternative view is that government activities are undertaken for the best interests of those who govern. Fortunately, because the income of the government comes from the productivity of its citizens, there is often considerable overlap, so that what is in the interest of government’s citizens is also often in the best interest of those who govern, but from an economic standpoint, it is still more satisfying to explain the government’s activities in terms of the interests of those who make public-sector decisions, rather than in terms of the public interest.
National Defense
The prime example of a public good in traditional public finance theory is national defense, and the model of government just described presents an alternative to the public-goods explanation for government provision of national defense. As already noted, the market can produce public goods efficiently, both in theory and in practice, so even if national defense is a public good, the market that produces public goods like television broadcasts and microcomputer software could also produce other public goods. Perhaps there are other good reasons why the market could not produce national defense, but the earlier analysis of public goods theory, buttressed by real-world examples, should dispel the myth that public goods have to be produced in the public sector. In short, public goods theory cannot explain why the government produces national defense.
The exchange model of government described in the previous section explains the production of national defense as a result of the self-interest of those in government. The government gets its income from its citizens, so it has an incentive to protect its source of income. Government-income maximization as a motive for national defense also has the advantage that it clearly explains why nations engage in all kinds of military activities around the world when the nation’s citizens are in no danger from foreign invasion. Why did the U.S. government invade Kuwait in 1991? The invasion of Kuwait by Iraq posed little threat to U.S. national security, but did pose a threat to U.S. income. The exchange model of government has the further advantage that it does not rely on the public spiritedness of those in government to produce benefits for its citizens. Rather, it shows the production of national defense as an activity that benefits those in government directly by protecting their source of income.
On many grounds, the theory that national defense is a product of the exchange of protection for tribute is more persuasive than the theory that government produces national defense because it is a public good. The government produces national defense because it protects the government’s taxpayers, so protects the government’s source of income, and benefits those who earn their incomes in government. This explains the government production of national defense, but is only a start toward describing a theory of the theory of public goods.
Legitimacy as an Asset of the State
If government does produce national defense in order to protect its source of income, it will want to protect its income at the lowest cost possible. When considering national defense, this means protecting its income from foreign aggressors, but governments find threats at home as well as abroad. The government will also want to minimize the costs it incurs in gaining compliance of its own citizens with its policies. Through the use of intimidation and force, governments can get citizens to comply with its desires. Tax evaders face tax court and jail, for example, and may have to play IRS benefit concerts, like Willie Nelson, to pay back taxes.30 The government can save resources, however, if it can get citizens to want to voluntarily comply with its policies. In order for citizens to want to help the government, government action must appear to its citizens to be legitimate.
Democratic government itself is a mechanism for producing legitimacy because if people vote for their leaders, then their leaders have the legitimate role of acting as representatives of the citizens. Citizens may not agree with their representatives’ actions, but they are inclined to agree that the representatives have the right to act for them because they were elected through generally agreed-upon electoral institutions. Similarly, constitutional constraints that specify the role of government, along with government apparatus such as courts, a division of powers, and a well-defined procedure for undertaking government action all add to the perception of legitimacy on the part of government leaders. The more legitimate the government appears, the easier it is to get citizens to comply. Thus, political institutions have symbolic value in addition to their purely practical value as a collective decision-making mechanism.31
Public Education and the Legitimacy of Government
Government benefits if it is perceived as a legitimate institution because it is then less costly for those in government to persuade the government’s citizens to comply with its mandates. Thus, the government has the incentive to create the impression among its citizens that its actions are legitimate. It can do so by creating institutions that give the impression of adherence to generally agreed-upon rules, and by creating democratic processes that foster the image of consensus in collective decision-making.32 Government can further reinforce its image of legitimacy by creating propaganda that brainwashes citizens to respect government institutions and processes.
As a simple example, the right to vote allows democratic selection of leaders, which brings about many advantages. Among those advantages is that it conveys legitimacy to the decisions that representatives make because, supposedly, those decisions are representative of the representatives’ constituents. Thus, the government has an incentive to encourage voter turnout in order to foster the image that political leaders are chosen by the people, and has an incentive to instill patriotic feelings about the fairness and representativeness of the process by which leaders are chosen. This makes the government appear more legitimate, and makes it less costly for government to get its citizens to comply with its wishes.
In contrast, the ideas that one voter’s vote makes no difference because it will not change the outcome of an election, that voters are therefore rationally ignorant of most political issues, and that the political decision-making process is dominated by special interests rather than representative of the general public interest reduces the appearance of legitimacy, and can make it more costly for government to create compliance with its policies. For this reason, Kelman argues against public-choice theory, reasoning that teaching it erodes public spiritedness because it makes the government appear less legitimate.33
If the perception of legitimacy is important to a government, and if that perception can be influenced by controlling the flow of ideas to the government’s citizens, then the government has an incentive to take control of the institutions that influence the ideas of its citizenry. One has no trouble understanding why dictatorships demand government control of the mass media, or why freedom of the press is viewed as a fundamental check on government’s power. However, such heavy-handed controls make it obvious to citizens that they cannot trust the information they receive. Governments can still control the flow of ideas without controlling the mass media, if they can control the education system. The education system exposes students to ideas, sets up a system of rewards and punishments to encourage students to retain ideas approved by the system, and when the university education system is included, also undertakes research to develop new and improved ideas.
Even in centrally-planned economies that control the mass media, family and friends provide a network through which individuals can receive information and ideas, which then can be evaluated on their merits. This is a difficult network to control. The education system has an advantage over these other methods of information dissemination, however, because it provides an incentive for the student to retain the information approved of by the system. Successful students are those who are best able to arrive at institutionally-approved answers.
The challenge to the state is to make institutionally-approved answers state-approved answers, and the best way to accomplish this is to take over educational institutions and make them state-run enterprises. By nationalizing the education industry and making teachers state employees, teachers naturally have the incentive to side in favor of the state whenever there is a question. Teachers become tools of state propaganda, and often explicitly so. It is not uncommon to argue that one of the main goals of public education is socialization, and that schools should make students into good citizens. The perception of legitimacy of the government is thus enhanced through public education.
The tenure system is an integral part of the nationalization of education. Without tenure, teachers could lose their jobs and end up back in the private sector. Thus, teachers would have more of an incentive to examine the relative merits of the public versus private sectors. Tenure guarantees teachers a government job for life, reinforcing their pro-government sentiments. Support of tenure as a method of preserving academic freedom may have some merit for college professors, but this does not explain why librarians receive tenure, or why elementary school teachers receive tenure. Indeed, while tenure is the norm in both public and private universities, in elementary and secondary education the norm is that public school teachers have tenure while private school teachers do not. Teachers with guaranteed lifetime government jobs are more likely to be sympathetic to government propaganda, and thus help reinforce ideas about the legitimacy of government action.
State financing of institutions of higher education includes a substantial research component. The relationship between research in the sciences and government interests is obvious enough that it needs no lengthy discussion, because university science research and defense technology are so closely related (and often controversial for that reason). But why would the state benefit from subsidizing research in history, languages, or social sciences? These disciplines develop ideas which can enhance the appearance of the legitimacy of the state, or detract from it. Ideally, from the perspective of the state, research in social sciences and related areas would bolster the appearance of legitimacy, making it less costly for the government to gain compliance of its citizens. By making researchers government employees, the researchers have an incentive to push the agenda of the state.
The state could force researchers to produce research that only supports the state’s positions on issues, but the state is much better off if researchers voluntarily want to enhance the legitimacy of the state in their research. The state benefits because, first, it is cheaper to get researchers to go along if they want to go along, and second, the resulting research will have more credibility if it is not forced, further enhancing the legitimacy of the state. Thus, public educational institutions benefit the government by teaching concepts that enhance the legitimacy of the state, and by undertaking research that furthers the appearance of legitimacy. Public employees have the incentive to promote ideas that enhance the appearance of legitimacy of the state, but they are not forced to do so.
One justification traditionally given in the economics literature for government production of education is that there are spillover benefits from education. We all benefit from living in a more educated society, so individuals have an incentive to underconsume education. The remedy is public education. Note that if the problem were really just that individuals have insufficient incentive to obtain education, a subsidy would internalize the externality, and public schools would be unnecessary. Indeed, private schools are often criticized despite their superior ability to produce academic achievement, because private schools do not socialize students as well as public schools. While individuals do have the freedom to choose private schools, they are not subsidized to the extent that public schools are, so one must conclude that the government’s interest is in public production rather than just encouraging more educational activity.34
The view that government produces public education to disseminate propaganda to enhance its appearance of legitimacy, and thus to lower the cost of citizen compliance, is more compelling than the traditional argument that the government is internalizing an externality on two grounds. First, it is consistent with the differential treatment of private schools. Second, it shows that the state has the economic incentive to produce education. Public education is not produced because the government wants to do good things for its citizens; rather, it is produced because government wants to control their ideas to enhance its power.
Public Goods and the Perceived Legitimacy of Government
Having described a model of government and explained the rationale for public education within that model, a theory of the theory of public goods is now relatively straightforward. The theory of public goods is a product of academicians working within the state-subsidized higher-education system. Public goods theory justifies government production on the grounds that the citizens of a government benefit from that production. Individuals who believe this theory are more inclined to view government activity as furthering the well-being of the government’s citizens, and thus are more inclined to view such government activity as legitimate. The theory of public goods furthers the government’s own interests, and educators, as a part of the state-controlled education system, have an incentive to promote the theory in order to support the state that supports them.
While an overwhelming majority of educators work at government institutions, a minority are employed by private schools. The government has so thoroughly taken over the education industry that those in private institutions have an incentive to adopt the same views as their government-employed colleagues. For one thing, private institutions depend on the government for research funding, student loans, as well as scholarships, and for tax laws that favor private donations to the institutions. Second, there is much movement back and forth from public to private institutions as faculty change jobs, blurring the distinction. Third, academic disciplines rely on a consensus to determine what ideas have merit for publication in scholarly journals, for student textbooks, and even for professional acceptability. Thus, by directly running the vast majority of institutions of higher learning, and by controlling others through grants, scholarships, and other financial means, the government has bought control of the production of ideas, including the theory of public goods.35 Scholars have an incentive to accept the ideas of the mainstream of their profession or risk a loss of academic stature.36
Public goods theory is a product of a state-dominated higher-education system, and is used to bolster the perception of legitimacy of government action. The principles of economics suggest that people tend to act in order to further their own self-interests, and the model presented in this paper has shown how self-interested behavior can explain the existence of government, and can explain why government produces public goods such as national defense and education. Public goods theory, in contrast, explains the government production of public goods as a result of a benevolent government acting in its citizens’ interests, to maximize social welfare. Based on simple economic criteria, a theory of government action based on altruistic behavior should not hold up as well as one based on self-interest. Yet, academic economists accept and promote public goods theory because, despite its anti-economic foundation as a positive theory of government action, its acceptance helps support the public sector that in turn supports academic economists.
Conclusion
Public goods theory is both inadequate and inappropriate as an explanation of public expenditure. The activities undertaken in the public sector cannot be understood using the theory of public goods, following either of two lines of reasoning. First, there is no reason to believe that public goods can be produced more efficiently in the public sector than in the private sector. On theoretical grounds, there are many reasons why private-sector production of public goods has efficiency advantages over public-sector production, including the ability to reveal consumer preferences for the good, the elimination of the excess burden of taxation, and the existence of a profit motive for private sector producers. Empirically, we observe many public goods that are successfully produced in the private sector, ranging from television and radio broadcasts to microcomputer software. Therefore, identifying a good as a public good is not sufficient to argue that efficiency considerations require public-sector production. Second, using the formal economic definition of publicness, government output is not a public good anyway. Empirical studies of public sector output show that when the rigorous definition of Samuelsonian publicness is used to characterize public-sector output, public-sector production does not have the characteristic of jointness in consumption that was identified in theory by Samuelson. Because empirical evidence shows that government output fails the test of publicness as economists define the term, public goods theory cannot be used as a basis for explaining or justifying public expenditures. Yet, the theory of public goods persists as a justification for government production.
The persistence of the theory of public goods makes sense if the theory of public goods is considered as a tool of the government to justify the legitimacy of its activities and make it less costly to get citizens to comply with its wishes. The theory is promulgated by the state-supported education system, giving educators, as employees of this state-supported industry, an incentive to promote the theory of public goods. This all-purpose justification for government activity serves the government well by arguing that its activities are legitimate means of enhancing social welfare, in order to create ideological support for the public sector. The theory of public goods does not do a very good job of explaining what the government actually does, or should do, but can be better understood as a tool that the government employs for its own benefit.
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Knowledge, Judgment, and the Use of Property
Jörg Guido Hülsmann
Two Interpretations of the Causes of the Socialist Disaster
In recent years, the socialist calculation debate of the 1920s and 1930s has attracted anew the interest of thinkers in the Austrian tradition. With the breakdown of the Soviet empire Ludwig von Mises’s claim that socialism as an economic system is impossible has received a somewhat late empirical confirmation. However, modern Austrian economists are far from sharing a common interpretation of the issue.
Some of them think that the impossibility of socialism stems from its inability to communicate dispersed knowledge.1 In their eyes, information about the particular circumstances of time and place can never be centralized. It necessarily exists in dispersed form and yet it can be communicated by the market prices of capitalist societies. Only capitalism is thus capable of solving the knowledge problem.
Other authors consider the knowledge-problem to be secondary.2 They hold that the absence or presence of private property is the salient point. In socialism there can be no calculation because the latter presupposes market prices. Market prices, however, presuppose exchange and, thus, private property.
This division of opinions goes back to Mises and Hayek. Mises considered the emphasis on the knowledge problem to be insufficient because it merely suggested a practical difficulty for the implementation of a socialist regime. What he had in mind was that socialism was, for purely logical reasons, impossible.3 Hayek, on the other hand, focused entirely on the problem of dispersed knowledge.4 He not only developed this point in the context of the socialist calculation debate but it is the foundation of all of his later social philosophy.
Importance of the Dispute
We are not merely discussing the reasons for the failure of socialism, because the dispute concerns both the understanding of what economics is all about and the practical conclusions that can be inferred from our science. The whole issue is of fundamental importance.
According to Mises, economics is a science that consists of a priori propositions about reality. In his eyes these propositions are implied in the conditions of action and are arrived at by an exercise of logic. Whatever is the product of sound discursive reasoning, so the argument goes, must be valid for reality.
This is precisely the point that Hayek wants to oppose. To his understanding, economic theorems are in some way detached from reality. They are mere tautologies. Additional statements about the acquisition of knowledge are necessary to make them relevant for the understanding of our world. Thus, consider the programmatical declaration that he gave in his article on “Economics and Knowledge”:
my main contention will be that the tautologies, of which formal equilibrium analysis in economics essentially consists, can be turned into propositions which tell us anything about causation in the real world only in so far as we are able to fill those formal propositions with definite statements about how knowledge is acquired and communicated. In short, I shall contend that the empirical element in economic theory—the only part which is concerned not merely with implications but with causes and effects and which leads therefore to conclusions which, at any rate in principle, are capable of verification—consists of propositions about the acquisition of knowledge.5
Formal equilibrium analysis in the sense Hayek uses refers to the mathematical approach. However, it is at least doubtful whether one really has to condemn equilibrium analysis altogether in order to refute socialism. This is an issue beyond our present scope. Rather the focus is on a critique of the Hayekian emphasis on knowledge problems and on a reconstruction of the fashionable expressions of market process and knowledge in terms of property and calculation. The Hayekian approach has been elaborated with delicacy by Israel M. Kirzner. Therefore, the present critique will refer mainly to his works.6 The whole knowledge paradigm is a blind alley and its infallibility leads to nihilism of the Shacklean—Lachmannian brand.
The Case Against the Knowledge Paradigm in Economics
Do Prices Communicate Knowledge or Coordinate Actions?
The first thing we have to ask is whether prices do have a communicative function at all. According to Kirzner, there are two quite different communicative functions of prices. He distinguishes between the communicative function of equilibrium and disequilibrium prices, and places particular emphasis on the latter:
It is one thing to recognize the role of equilibrium prices as economic signals which permit instantaneous coordination of decentralized decisions, based on dispersed bodies of knowledge. It is quite another thing to recognize the role of disequilibrium prices in stimulating entrepreneurial discoveries concerning the availability of dispersed information (whose existence had hitherto escaped relevant attention).7
Let us consider these functions in turn. This first thesis refers to equilibrium prices. It is, indeed, composed of three distinct sub-theses.
First off, prices are claimed to contain economic information in a condensed form.8 This is undoubtedly true if one intends to say that prices give information about exchange ratios of the past. Yet, we have to remark that past prices are the outcome of past conditions. Action, however, is never confronted with past but with future conditions, namely, with all conditions prevailing during its course. Moreover, and this is the crucial point, we should not overlook that prices are always the outcome of an action. Therefore, all information that this action was based upon had to be acquired beforehand. The price itself could not have communicated the knowledge that brought it about. Only in a metaphorical sense could one say that prices reflect or contain information on present conditions. For acting man these conditions of the immediate past are already bygones.
The second sub-thesis says that equilibrium prices permit the communication of dispersed bodies of knowledge.9 These particular circumstances of time and place are never known by anyone in their totality. Yet, through the exchange ratios of the market, they are transmitted in abridged form to all market participants. According to these advocates, socialism suffers because it has no equivalent mechanism. The socialist planning board cannot determine the values of the factors of production because these values are determined by facts of supply and demand that are too widely dispersed.10
Let us observe that the positive part of this reasoning contains no argument at all. It is asserted that prices communicate abridged relevant information. This, however, is only a metaphorical expression. Each exchange ratio is determined by particular circumstances of time and place. Yet, it is not important that this be so but rather—if at all—how precisely this determination operates. As long as there exists no theory about the exact determination of our choices, we can infer nothing from the fact that everything must be determined. It is also mere assertion that no mechanism other than prices could communicate those dispersed facts with the same speed.11 However, if we assume, for the sake of the argument, that this was the case, then the market economy would stumble from one crisis into another. The quickest information for the capitalist-entrepreneurs is in the observation of market prices. Only then would they begin to act. In other words, if information really were so important, there would be no use for anticipating the future, yet it is precisely the latter that permits the market to operate smoothly.
Finally, the advocates of the importance of knowledge problems argue that exchange ratios permit the coordination of decentralized decisions. It is difficult to see how coordination as such could ever be a problem that socialism is incapable of solving. Indeed, in a larger sense all actions are somehow coordinated. Our actions are no less coordinated with the actions of milkmen and movie tycoons than with those of robbers, rapists, and murderers. It is not the problem of murder that the Hayekian knowledge theorists have in mind when they speak of coordination, so an additional criterion is required to distinguish “good” from “bad” coordination. This criterion—and not coordination—would then be the cornerstone of economic analysis.12
Thus, one is led to wonder whether the word “coordination” is but an unfortunate expression that obscures some valuable insights. We should therefore take a closer look at the illustrations given in support of the knowledge-problem approach. Probably most famous is the tin example that Hayek uses to illustrate the claim that “prices can act to coordinate the separate actions of different people in the same way as subjective values help the individual to coordinate the parts of his plan.” Hayek suggests that we:
Assume that somewhere in the world a new opportunity for the use of some raw material, say, tin, has arisen, or that one of the sources of supply of tin has been eliminated. It does not matter for our purpose—and it is significant that it does not matter—which of these two causes had made tin more scarce. All that the users of tin need to know is that some of the tin they used to consume is now more profitably employed elsewhere and that, in consequence, they must economize tin. There is no need for the great majority of them even to know where the most urgent need has arisen, or in favor of what other needs they ought to husband the supply. If only some of them know directly of the new demand, and switch resources over to it, and if the people who are aware of the new gap thus created in turn fill it from still other sources, the effect will rapidly spread throughout the whole economic system and influence not only all the uses of tin but also those of its substitutes and the substitutes of these substitutes, the supply of all things made of tin, and their substitutes, and so on; . . . The whole acts as one market, not because any of its members survey the whole field, but because their limited individual fields of vision sufficiently overlap so that through many intermediaries the relevant information is communicated to all.13
There can be no doubt that the effect of the increased scarcity of tin will rapidly spread throughout the whole economic system and influence not only all the uses of tin but also those of its substitutes, etc. This process is, however, not best characterized by a coordinative function of prices.
The fundamental fact of scarcity implies that not every demand for tin can be satisfied. Some people have tin whereas others do not. An increased scarcity of tin implies that some market participants who otherwise could have benefited from tin are now of necessity prevented from using it. If a quantity of tin is sold, then the seller cannot sell it again, regardless of the exchange rate. There is simply no more of this tin left. Whether the seller takes notice of this or not is immaterial. He cannot sell what is no longer in his possession. Moreover, tin does not become scarcer and then this fact can come to be known to someone and lead to adaptations. Rather it is the other way around. The very fact that demand increases means that someone already knows of a more value-productive employment of tin.
It is not prices that coordinate the actions of sellers and buyers of tin; prices are the outcome of (coordinated) action, not its coordinators. It is property, rather than knowledge, that coordinates the separate actions of different people. The terms coordination and communication rather obfuscate than adequately express this fact. This is another example of the dangers linked to the use of metaphors in scientific discourse.
The Attraction Theory of Equilibration
Now, let us return to the second of Kirzner’s theses. How far is it justified to speak of a communicative function of disequilibrium prices? Previously, we have seen that Kirzner believes them to stimulate entrepreneurial discoveries concerning the availability of dispersed information. The important word in this expression is “stimulate.” Does Kirzner intend to say that prices or price spreads are the causes of actions? Indeed, this seems to be the position that he advocates. He says: “opportunities for profit can attract and inspire market actions which turn out to reduce market ignorance and misallocation.”14
It is important to realize that this conception does not coincide with entrepreneurial alertness in the definition used by Kirzner. Entrepreneurial alertness is to be “understood as the capacity independently to size up a situation and more correctly reach an imagined picture of the relevant (as yet indeterminate) future. All of us share in this ability to some extent . . . But some have higher degrees of this ability.”15
Indeed, who would venture to deny that each of us, at least to some extent, manages to size up a situation and correctly reach an imagined picture of the relevant future?16 However, Kirzner’s conception of the communicative function of disequilibrium prices relies on something entirely different from alertness in the above sense. He claims that
it is the prospective gain offered by [future] realities which “switches on” entrepreneurial alertness.17
We know very little about the precise way in which pure profit opportunities attract entrepreneurial attention. But there can be little doubt about the powerful magnetism which such opportunities exert.18
Kirzner has invited us, without supporting argumentation, to share his belief in what could be labelled an attraction or revelation theory. For if action is conscious behavior, what does it mean that price spreads cause action? There must be a sort of mechanism that brings price spreads to the attention of some entrepreneurs. Price spreads must then be conceived of as somehow jumping into an entrepreneur’s consciousness without requiring any prior action on his part. In general terms, Kirzner’s conception implies that we (or some of us) do have information about an object because the object itself puts it somehow in our consciousness. We are passive and the object is active.
Of course, this is not true. The objects in our environment are as they are—whether we know something about them or not. However, without conscious action on our part we will never know anything about them. Or could you even describe the color of the seat you sit upon right now without consciously looking at it once again? Could you even say precisely how many steps one has to climb to get to your hotel room without counting them? There is an infinite number of questions of this kind, and each time the answer is no. It is not the objects that attract our action. We have to act to make them enter into our consciousness.
To be sure, an object must be there to be perceived. Its existence is a necessary condition for its being perceived. Yet a perception is always an action, that is, the manifestation of a choice; and choice is in no known way determined by any object. Thus, without consciously taking notice of the prices that are formed on the market we cannot possibly know about them. As a consequence, we cannot be attracted by prices and price spreads, either.
Price differences in the same market are no exception. Even if there are different prices at the same time and in the same geographical area, entrepreneurs have to consciously look for them. They have to act in order to know where to buy and where to sell.
At each moment there is probably an infinite number of undiscovered price spreads. We would all be much better off if Kirzner was right and these price spreads were revealed to some of our fellows. They could stay at home, sit in their armchairs and reap some pretty profits. Unfortunately, this is not how things happen in our world. It is therefore impossible to conclude with Kirzner that “this very spread between high and low prices suggests to some alert entrepreneurs that arbitrage profits may be won.”19
Kirzner does not claim that every alert entrepreneur will be attracted by profit opportunities. However, this is no solution to the difficulty that his attraction theory faces. In a sense it rather creates additional difficulties. For one still has to explain how an object, by its sole existence, can enter our consciousness. Yet, now, one also has to explain why some persons are more susceptible to price spreads than other persons.
However, even if one ignored these objections and even if one assumed, for the sake of argument, that alert entrepreneurs could somehow know the marginal value product of factors of production, the attraction theory would still be contradictory. For either a factor of production has already been sold on the market or not. If it has been sold at a price below its discounted marginal value product then there is a profit opportunity. Yet, in this case, it would be too late for an alert entrepreneur to intervene, for the very reason that it already has been bought by a competitor. If, by contrast, that factor has not yet been sold to anybody then there is no price spread. As a consequence, no alert entrepreneur can be attracted to purchase this factor. Thus, the attraction theory is invalid even on its own assumptions.
Kirzner would probably deny that his theory leads him close to the grounds of a somewhat crude materialism. He sometimes emphasizes that one “can never say that alertness rendered its possessor sure that he would successfully discover that which he later discovers.”20 However, one should not overlook that his attraction theory is of crucial importance to what he considers to be the central theorem of economics, namely, the theorem that “demonstrates the equilibrative and coordinative tendencies in the market process.”21 This theorem, as Kirzner understands it, rests on the notion of a systematic learning process that is generated throughout subsequent time periods.22
Now such a theorem must of necessity show that discoveries (that is, pertinent judgments) are in some way determined by the objective conditions of action. If discoveries were determined by choice alone, such a demonstration would be impossible, as choice implies that one can err. Hence, Kirzner’s central theorem requires that discoveries be explained by factors other than choice. This is precisely what Kirzner attempts to do with his attraction theory. Indeed, it would be insufficient for his purpose to merely stress the “motivation to see relevant facts as they are.”23 For such a motivation alone would, of course, not assure any success. It is not sufficient to claim that entrepreneurs are alert if one wants to prove the existence of a Kirznerian equilibrating process. One has to show that they succeed and why. Above we have seen that Kirzner can hardly be said to have solved this problem. The reason is, of course, that one cannot think of action apart from choice. Yet, does this mean that it is vain to look for any tendency of the market toward equilibrium? Be that as it may, even if the analysis of equilibrium or equilibration were defective it could hardly be helpful to supplement it or to replace it with another fallacious theory.
The Consequence: Empiricism
By the way, Kirzner seems not to be very convinced of his proof of equilibration, either. Above we have noted that at the bottom of Kirzner’s attraction theory there is nothing but his belief in it. This is no exaggeration. Indeed, Kirzner is very conscious that this is the basis of his theory. Consider the following statements:
It can be shown that our confidence in the market’s ability to learn and to harness the continuous flow of market information to generate the market process depends crucially on our belief in the benign presence of the entrepreneurial element.24
An assertion that the attempted execution of a set of incompatible plans will set in motion a systematic series of plan changes tending toward equilibrium cannot be made on purely logical grounds. Such an assertion must depend on a postulated propensity on the part of market participants to learn the correct lessons from their experience.25
This reliance on mere assertion and on an appeal to share in his belief indicates that Kirzner has abandoned the idea of praxeology, that is, of a logic of the social phenomena. Indeed, his empiricism has constantly grown over the years.26 In his last book he explicitly says:
economic science has always proceeded from the important empirical circumstance of economic order. . . . The market obviously works. That the market works is perhaps the most significant lesson of modern history.27
It is the central tenet of market process theory, under the present variant of it, that despite the complexities thus introduced by continually changing UV’s [underlying variables], the essential character of the market process, as a matter of historical experience, does remain largely intact.28
This is not the way Mises conceived of the market or of the relationship between the historical and the theoretical branches of the social sciences. It is an open question whether market-process analysis of the Kirznerian variant is not essentially a kind of historical investigation. However, we cannot address this topic at this place as our purpose is more limited.
Robbinsian Economizing and Kirznerian Entrepreneurship
From what has been said so far it follows that Kirzner’s whole characterization of entrepreneurial activity as a resourceless discovery29 is unfounded. For if action implies that scarce means are employed in the pursuit of ends, and if one has to act in order to perceive anything whatever, then there can be no such thing as a discovery—or better: a judgment—without the disposition of one’s brains and sensory apparatus. There can be virtually no activity at all without at least some property.30 As a consequence, it would be equally impossible to realize any judgment on the market without becoming a capitalist. Likewise it is inconceivable to be simply a capitalist lending funds to an alert idea man. For doing this, one would at least have to make the discovery that this credit is at the moment the best way to use one’s property.31
We have seen that the root of Kirzner’s errors concerning entrepreneurial discoveries lies in his attempt to determine choice—if only implictly. Choice is the universal problem with which acting man is confronted. At each moment he has to choose the supposedly most important action that can be executed. This kind of judgment is the cornerstone of economic science. It is well known that Kirzner tends to qualify this. All of his work—virtually all of his articles—starts from a critique of what he calls the “Robbinsian economizer.”32
Kirzner claims that the problems of real life are disfigured if one considers the economic data to be given to the market participants. In Kirzner’s eyes, if a datum is given this means that it is known to some or all market participants.33 As a consequence, he emphasizes that the market participants have to discover the data. If the latter are only incompletely perceived, there can be something like “sheer ignorance” of the present data. It is through the market process that the data become known as they are discovered. Kirzner further argues that what counts is not equilibrium and perfect knowledge but equilibration and discovery. Let us not waste our time, so the argument goes, with the never-never land of the evenly-rotating economy and perfect knowledge. Let us rather focus on our way to acquire knowledge and thus approach equilibrium in a process of equilibration.
One cannot deny that not all data are given to us in the sense that we know them. However, it is a different question whether this was claimed in Lionel Robbins’s The Nature and Significance of Economic Science. And it is also a different question whether, if Robbins did do so, the Kirznerian entrepreneur would be a viable alternative.
An impartial reader of Robbins’s above-mentioned book cannot help but wonder what Kirzner’s critique is based upon. Kirzner rarely gives quotations to support this argument, and it is only in his work The Economic Point of View that he quotes at length from Robbins.34 Yet even in these quotations nothing can be found which could possibly support his claim against Robbins. To avoid any misunderstandings: I do not intend to say that nothing can be found in these quotes that would not be worthwhile criticizing. However, it is obvious that Robbins does not consider the ends of action to be known. Rather, he explicitly states that, for economic theorems to be valid, the concrete means-ends frameworks are irrelevant.35
Perhaps Kirzner’s purpose is not to criticize Robbins but some contemporary microeconomic textbooks featuring a caricature of acting man. Thus, he points out “that the purely allocative decision never does occur, and that in fact it is sheer illusion to imagine that economic science can ever provide the kind of precision suggested in microeconomic textbooks.”36 However, in this case it would be inadequate to charge Robbins with the fallacies of some writers who are (or can be considered to be) inspired by his work. And still the question remains, then, whether the emphasis on discovery and knowledge represents any conceivable advance over the emphasis on choice.
Of course, we do not know everything in our environment in the sense that we have already experienced it. But this is completely irrelevant for the problem of choice. For to choose correctly does not mean that one has experienced all relevant data, but that one acts according to a correct judgment upon these data.37 That data are given does not mean that they are known. It means rather, that our action is confronted with them, be they means or obstacles. Yet they are means and obstacles independently of the question whether we know them or not. It is also irrelevant whether a datum does already exist at the moment of our decision. If it comes into existence only in the future it is no less a datum than any other. For our action, it is then given in the same sense as the presently-existing data are given, too. Entrepreneurial appraisements of the factors of production do not presuppose information about the future. They are judgments based on estimates, that is, judgments about the future.38
Does all this mean that knowledge has no bearing on action whatever? Indeed, one cannot avoid this conclusion by saying that most of our past knowledge can successfully be applied in the future. For the very question is why this is so. The validity of empirical knowledge has been established by experience, and all our experiences are determined by the totality of their conditions. Yet, the conditions of action are not immutable. Rather, they change from day to day. Here lies the problem of the application of past knowledge. We have to judge whether the same conditions will prevail in the future as well. To this task all our empirical knowledge is of no help.
Therefore, there can be no such thing as a “generation of knowledge” through disequilibrium prices. The latter do not “reveal, to alert market participants, how altered decisions on their part . . . may be wiser for the future.”39 No past experience tells us what we should expect for the future to come. Neither can it tell us which actions we should choose.
Each action presupposes an ingredient that is entirely distinct from knowledge and information, namely, a judgment upon the conditions prevailing in the future. Why, then, do we need the Kirznerian entrepreneur at all?40 Even Kirzner himself sometimes describes the Robbinsian economizers as “decision makers [that] are passive price-takers, simply optimizing against the background of assumed data.”41 Thus Robbinsian economizers do not behave as mechanically as Kirzner would have us believe them to be. At least they anticipate the future. They thus cannot be simple price-takers. Kirzner would surely retort that nothing in their behavior assures equilibration. However, as we have seen, nothing in his concept of an entrepreneur can assure this, either. Kirzner’s argument, therefore, boils down to saying that “some assumptions about the future prove to be profitable whereas others do not; therefore the former are ‘entrepreneurial discoveries’ whereas the latter are the ‘data’ assumed by Robbinsian economizers.” True enough, but this kind of wisdom would not require an economist.
Searching for Knowledge of the Future: the Road to Shackleanism
Kirzner’s emphasis on discovery and equilibration is not necessary to give meaning to any sound economic doctrine. As we have already noted, in its attraction-theory version it merely leads to additional problems. Now we have to focus on another area of difficulty that inevitably follows from considering knowledge problems as the cornerstone of economics. For the talk of knowledge and sheer ignorance leads ultimately to what is erroneously called extreme or radical subjectivism (erroneously, because it is rather a spurious subjectivism). If knowledge can only be acquired after perception, then economics (and all other social sciences, too) can only be an empirical, ex post science of human action. Now, strictly speaking, all knowledge that we ever acquire is acquired ex post, i.e., after a perception.42 We always have to advance additional reasons to argue for the more or less universal validity of a perception. Yet, the spurious subjectivists just claim (correctly) that there can be no present experience of future events. From this they infer that there can be no scientific statements about the future, either. For them, the future is kaleidoscopic, veiled and, in principle, unknowable.
Emphasis on discovery and equilibration cannot avoid these conclusions at all. It is vain to think that there is a kind of knowledge-producing mechanism called equilibration. Despite all claims to the contrary, this kind of a mechanism is the very core of Kirzner’s comprehension of the market. One may discuss the question whether it is really a mechanism that is at stake. But it is hardly possible of denying that Kirzner’s theory of equilibration aims at and relies upon statements about the systematic nature of entrepreneurial discoveries. Call this systematic nature of discoveries a mechanism or call it something else—the crucial point is that there must be a constancy that links perceptible events and their perception, that is, their discoveries. Otherwise, one could not speak of a theory at all, for a theory always aims at the establishment of general rules. There cannot be such a rule without constancy.
Of course, neither Kirzner nor anybody else has succeeded in elaborating such a theory. However, we have to address the question of whether it is at least conceivable that such a theory can be constructed. For in this case, Kirzner’s attempts could be considered to be a quite normal failure but not without some merit. Unfortunately this is not the case. The notion of a constant relationship between perceptible objects and their perception, which must be rejected. It is not a viable approach to economics at all. We know nothing about the precise reasons for perceptions.
This criticism has already been noted above. The only way to counter it is to claim that, in the course of time, acting man discovers more and more of the environment of his actions. Once we have discovered an object, we learn each day to deal a little bit better with it. As time goes by, we can better discern what kind of perceptions it does permit under what circumstances.
Even if this is true, let us note three points. First of all, it does not concern the lack of a viable perception theory. The proposition that, once we know something, we know it for all time does not answer the question of how we came to know it. Furthermore, this proposition ignores the fact that the conditions of action do not cease to change. Therefore, the knowledge that we acquired through an ex post evaluation of the past cannot simply be applied again in the future.43 Yet most importantly, it merely refers to objects different from human action. But what about action itself? What about choice and perception? Can choice and its offspring, prices and price spreads, be studied with the same results as the dead matter around us? The answer to this question is no. Not only is it impossible to deduce choice from any other conditions of action, there also can be no theory featuring the causes of choice. Such a theory would have to assume that there was something like constancy in the thought of acting man. In other words, such a theory would have to presuppose that man cannot learn; this, however, is self-defeating.44
To be sure, no entrepreneur can base his judgments on the sole analysis of conditions of action other than choice. He has to analyze choice as well. Yet, this he must do in the way of thymological understanding.45 Thus, he can never arrive at any general conclusions. There is no possibility to say in a general manner under which conditions our discovered knowledge about price spreads will be valid.
The emphasis on knowledge and discovery cannot avoid the pitfalls of spurious subjectivism. However, the latter doctrine is definitely not the position Kirzner advocates. In The Meaning of Market Process, he emphatically refutes the case of spurious subjectivism. He tries to defend what Roger Garrison calls the Austrian middle ground.46 However, on the basis of his own account of economic doctrine, this would be an impossible undertaking. If equilibrium analysis presupposes that all data are known to each market participant, one cannot counter the arguments of the spurious subjectivists. Yet, in his refutation of the latter, Kirzner does not try to show that they have given a wrong account of the allegedly-important problems of knowledge and sheer ignorance. Rather, he makes an excellent case for common sense, and this case he states without recourse to knowledge and ignorance, but with emphasis on action and choice. He says:
The usual, layman’s, perception of human decisions is that some of them are taken wisely, judiciously, successfully. These are the decisions which, in retrospect, one recognizes as having been crucial to the achievement of some desirable outcome. Other decisions, the usual perception has it, turn out to have been unsuccessful; in retrospect, at least, they are seen to have been mistakes. . . . Here we have the nub of our apparent disagreement with the radical subjectivists: is it or is it not meaningful to describe a decision as having been appropriate, in the light of subsequent events, or as having been inappropriate?47
What are these statements other than an implicit acknowledgement of the irrelevance of knowledge problems? In any case, they do not mark a new turn in Kirzner’s thought on these problems. In a revealing passage from his Competition and Entrepreneurship, he made the following remarks:
My discussion of entrepreneurial alertness has deliberately avoided its speculative character. I have of course recognized that in a world of uncertainty every entrepreneurial decision, no matter how much alertness it reflects, must to some extent constitute a gamble. But it has been my purpose to point out that the entrepreneur’s decision—despite its unavoidably speculative character—represents his judgment that an opportunity for profit does exist. All human action is speculative; my emphasis on the element of alertness in action has been intended to point out that, far from being numbed by the inescapable uncertainty of our world, men act upon their judgments of what opportunities have been left unexploited by others.48
This is the common ground of sound economics. However, with regard to Kirzner’s theory of discovery and equilibration we are unconvinced. As will be seen in the next section, Kirzner’s contributions are defective where one would least suspect them to be so, namely, in their account of the market process as it was conceived by Böhm-Bawerk and Mises.
The Case for Property and Calculation
Does Market Process Analysis Rely on Knowledge Problems?
In this section it will be argued that the problems of action that underlie the fashionable expressions of market process and knowledge can be entirely analyzed in terms of property and choice. Let us first take a look at the way in which prices for capital goods are formed on the market. This process has found its first statement in Böhm-Bawerk’s Positive Theory of Capital49; Mises called it the market process.50 The advocates of the alleged importance of knowledge problems claim that the market process is beneficial because it is a device to diffuse and communicate knowledge. However, this is not what a sober analysis reveals.
There are two steps that have to be distinguished in the market process, namely, the formation of prices for consumer goods and the formation of prices for capital goods. The former depends entirely on the individual values of the consumers. The more they appreciate a product the more they will be ready to give in exchange for it. This has direct repercussions on the market for capital goods. The higher the proceeds of a product the more can be successfully given in exchange for its factors of production. Now, what is implied in the fact that each capital good will be exchanged against the highest price its owner can obtain? It means that only the supposedly most-value-productive enterprises can be realized. All other entrepreneurs simply cannot bring the needed capital goods into their possession. They cannot pay prices as high as their competitors.
What role does the knowledge of the market participants play in this analysis? In particular, is any communication or diffusion of knowledge necessary in order to bring the above result? The answer to the latter question clearly is in the negative. The competing entrepreneurs may know nothing at all about other possibilities to employ the factor of production they all want to buy. However, this does not alter in the least the conclusion that, as a consequence of the formation of market prices, only the supposedly most-value-productive enterprises are realized. Out of the available alternatives known to each partner in exchange, none is, at this moment, more beneficial than the exchange itself. This conclusion is a necessary implication of any exchange. Thus, even if every single market participant just knows how to realize his own project and rests ignorant about all other opportunities, the market process still leads to beneficial results.51
The distinguishing feature of the market process does not lay in the communication of knowledge. The formation of prices rather implies a comparison of projects in value terms. This comparison has nothing in common with a dissemination of knowledge. It is through action that the competing projects are compared. Because an entrepreneur pays higher prices for the factors of production, his project must realize higher (discounted) proceeds.
The market process is thus inextricably linked to choice and action. Knowledge and communication, on the other hand, are secondary.52 This is the core of the analytical problems of Kirzner and his followers. To be sure, from each of Kirzner’s articles we learn about another facet of market process. However, what we learn about is a Kirznerian market process the central idea of which is some mystical revelation through prices. This revelation theory has nothing in common with Misesian market-process analysis. It is, therefore, nothing short of ironic when Kirzner regrets “a certain tendency, present in a number of recent expositions of Mises’s work, to de-emphasize (or flatly to deny) the centrality of the idea of the market as a process in the Misesian system.”53 Indeed, nobody has probably done more harm to this idea than Kirzner himself.
It is one thing to note Kirzner’s noble modesty in emphasizing that his own work is but an elaboration of Mises’s writings. It is another question whether this “elaboration” does not, as a matter of fact, amount to negation of the theory. Kirzner claims that, in regard to market process analysis, there is no difference between Mises and Hayek whatever.54 Nothing could be more contrary to truth, though. What Hayek and Kirzner have in mind is a learning process. Ultimately, this is a process leading to perfect knowledge, that is, to equilibrium. In other terms, Kirzner as well as Hayek try to explain why and how we learn about the truth and thus about true prices. They believe that such an explanation can be provided because this “process by which facts are hammered into human consciousness is not wholly ungoverned by the logic of human action; it fits naturally in the tendency for alert acting human beings to notice what is likely to be of service to them.”55 Kirzner’s solution to this problem is that the necessary information is revealed through “wrong” actual prices. Mises, however, was not concerned about this problem at all. To Mises, the analysis of the market process was meant to uncover the implications of human action for the formation of prices on the market:
In supplying the market with those consumers’ goods in the sale of which the highest profits can be earned, they create a tendency toward a fall in their prices.
In restricting the output of those consumers’ goods the production of which does not offer chances for reaping profit, they bring about a tendency toward a rise in their prices. All these transformations go on ceaselessly and could stop only if the unrealizable conditions of the evenly rotating economy and of static equilibrium were to be attained.56
Mises makes no attempt to solve the problem that Hayek and Kirzner are eager to solve, namely, why equilibrium is likely to come about. Rather he does not bother about this question at all. In Mises’s eyes equilibrium is a necessary tool of analysis. Yet the validity of economic theorems does not depend at all on the question why and how equilibrium should ever be realized. It is precisely this point that is denied both explicitly (Hayek57) or implicitly (Kirzner) by all would-be market process theorists. Despite all their disdain for mathematical equilibrium theorists they are arguing on the very same grounds. They endlessly repeat the term “market process.” Yet, they strongly believe that the reality of equilibrium has to be proven and explained.
All this is of no relevance for Mises’s market process analysis. From the Misesian perspective there may be equilibrium and disequilibrium prices. One might even follow Kirzner and say that the market process consists in the continual “correction” of disequilibrium prices that occurs in the course of entrepreneurial competition.58 Yet, it is important to see clearly what that means. The correction is in fact an implication of any successful action on the market. The point is that prices are always formed according to the best knowledge available to property owners. Hence, the sole fact that I sell my tomatoes to A and not to B implies that, ex ante at least, this use of my property, and thus the price being established on the market, is better than any other possible use of it (and thus any other price) that could have been realized otherwise. This holds true for disequilibrium and for equilibrium prices. There are no separate explanations for them. All prices are market prices, and as such they have to be explained.
It can hardly be emphasized enough that these different views of the market process have momentous implications. The most important one concerns the very dynamics of market process analysis. The word process means that this kind of analysis is supposed to explain the succession of events in time. This in turn presupposes that one is able to establish a causal link between the events that follow one another. Kirzner’s basic error consists in his attempts to link discoveries (or true judgments) to former events. As no such links can, without inner contradiction, be claimed to be necessary, that is, generally and apodictically valid, Kirzner makes assertions of alleged empirical evidence to make his case at all. Thus, the theorems that he is able to derive must inevitably be empirical. It is for these reasons that Kirzner now considers economics to be based on empirical postulates or empirical facts. On the other hand, the Misesian view on the dynamics of the market process starts from the recognition of the universal fact of scarcity. This alone suffices to arrive at a priori theorems about the succession of real events in time. Some examples are: if I consume more now I shall of necessity be unable to consume as much in the future as I would if I saved more; or: if I overestimate the quantity of means at my disposal I shall nevertheless be led to discover my error sooner or later in the future.
Hence, there doubtlessly is no approach to market-process analysis that is commonly shared by Böhm-Bawerk and Mises on the one hand and by Hayek and Kirzner on the other hand. Most importantly, however, only Mises’s analysis is a viable option to build upon. It does not contain the fallacies of the Hayek—Kirzner approach that have been identified above.
Property and Knowledge
Above we have argued that the advocates of the pre-eminence of knowledge problems in economics cannot adequately deal with the fact that there can be no present experience of future events. However, there is still a more fundamental condition of action. This is the fact that knowledge as such is never scarce. Knowledge problems thus do have a place in economics only insofar as knowledge has to be selected for application. Yet the selection of knowledge depends entirely on the property of the acting person.
At each moment we dispose of a myriad of information, and we often know of many ways to achieve any given end. For example, if my apartment is cold, I could keep my body warm through gymnastics or additional sweaters. I could also burn parts of my furniture or simply turn on the heating and pay higher bills. I could also sit down in my armchair and invent a new technology permitting one to heat my apartment at half of the present cost.
To be sure, the latter alternative is the most elegant one. In any case, as conditions do not cease to change, we constantly have to acquire new knowledge if only to conserve our present standard of living. However, economic science does not have to deal with the factors conditioning the acquisition of knowledge. We may also leave the question open whether economics can deal with them. This is of no importance for the issue at hand. For the moment we are entirely unconcerned with the creation of knowledge, that is, of judgments that prove to be successful in action. We do not bother about the way we reduce our sheer ignorance. Rather we have to consider the principles that govern the selection of the judgments that we actually apply in our actions.
Consider the problem of lighting your cigarette. Do you use a flamethrower, matches, heat your coke-oven until it is red-hot, or wait until the next lightning-flash strikes a piece of wood? Any solution could be most appropriate under certain conditions. Or, consider the myriad of technically-possible ways to get from Harlem to downtown Manhattan. You can take the subway, the express subway, a taxi, your car, rent a bus, rent a helicopter, buy an F-16 and two personal airports, etc. Of course, one would say that the latter alternative is absurd under normal conditions. It is always the conditions of action that we deem reasonable or absurd, not the action as such.
The quantities of means we can dispose of—our property—are always limited. Thus, choice implies that some of our ends must remain unfulfilled. We steadily run the danger of pursuing ends that are less important than the ends that could have been pursued. We have to choose the supposedly most important action, though what we choose is how we use our property. Action means to employ our property in the pursuit of what appears to be the most important ends.
In choosing the most important action we implicitly select some parts of our technological knowledge for application. In other terms, our choices imply a judgment upon the importance of our technological knowledge under the expected conditions of our action. This economic judgment is our only concern. Technological knowledge as such is immaterial for economics. Even if information on particular circumstances of time and place was communicated through prices this would be of secondary importance. Yet, without reference to our property we could not possibly select knowledge in terms of importance. Moreover, once we own property we then know which kind of knowledge could be useful. It is this property that directs our learning toward useful channels.
Property in this sense encompasses the disposition of goods. However, there is a more fundamental sense in which economic knowledge is linked to property, namely, to appropriation. This is because the creation of any good is more fundamental than the disposition of this good. Appropriation is at the core of property itself.59 Thus, the question which kind of technology serves the supposedly most important end under prevailing conditions cannot be answered independently of the property regime. This is of utmost importance.
It is clear that in all property regimes the ultimate end of action is to enjoy the services of consumers’ goods. And in all property regimes consumers’ goods can only originate from human productivity, that is, from original appropriation, from production, and from exchange.
However, in capitalism there is but one way to enjoy the goods of our neighbors. One has to acquire them through exchange on the market, that is, one has to give to its owner some other good that he prefers to the one we desire. Yet this good must of necessity have been produced beforehand. Exchange thus implies mutual production of goods or values. It implies further that only value-productive actions prove to be successful. Therefore, only value-productive knowledge is selected and sought.
Of course there can be error and failure. Our technological judgments can be wrong. We can also discover after our action that we have not sought the most important ends under prevailing conditions. However, all this is irrelevant for the question at stake. Under private property, all of our judgments concern the production of goods. Producing goods is the unique occupation of all members of society. In this endeavor they select the knowledge they want to apply.
The case is different in a system featuring a coercive agency. Here, by definition, a knowledge different from value-productive knowledge is, at least sometimes, more important. (The extent of “sometimes” depends on the range of activities and on the permanence of the coercive agency.) There is, for example, the knowledge of how to reap the fruits of other persons’ labor without provoking their resistance. There is also the knowledge of how to acquire control and ownership of the coercive agency. And there is the knowledge of how to persuade one’s neighbors about the utility of this system, too.60 One can add an infinite number of items to this list. The result, in general terms, remains the same: a violent agency necessarily affects the knowledge structure of the society upon which it is imposed.61
Yet, this is not all that private property implies for the selection of knowledge. The greatest benefits accrue to those who participate in the division of labor. Most of our knowledge is valuable only because there is a market. As we have noted above, the market process is essentially a selection procedure. All investment projects are compared in terms of value productivity, and only the most value-productive ones are selected (ex ante) for execution. On the market, the totality of individual knowledge is continually compared in value terms.
The value of the knowledge that the property owners venture to apply is compared through the anticipated exchanges on the market. A calculated profit means that one’s knowledge is valuable under prevailing conditions. A calculated loss means that one’s knowledge is not of value. Its application would take means away from more value-productive enterprises and thus prevent the application of more valuable knowledge.
To be sure, this comparison does not run in terms of freely-floating bits of knowledge that are detached from private property. Rather, each entrepreneur tries to use his property in the most value-productive way that is known to him. Through the pricing process, this value, productivity is compared to the value productivity that can be achieved by the action of other property owners. The entrepreneur makes an estimate of the proceeds that he will realize through his venture. Then, by means of calculation, the entrepreneur knows how much of his property he can give in exchange for a capital good. He cannot give more than the discounted marginal value product that the capital good will earn. And he can appropriate it only if no other entrepreneur knows of a way to realize a higher discounted marginal value product of this capital good. Thus, each single factor of production accrues to him who knows of the supposedly most value-productive way to use it. This knowledge is marginal value knowledge. It is the knowledge about the most value-productive employment of each of the exchanged goods which, at the time of the exchange, is known to their owners.
It might be objected that one could conceive of market participants who had more value-productive ideas than their fellows but who unfortunately lacked the capital to realize their endeavors. There is no use in discussing the probability of such an event. Indeed, the wealth of a man is often indicative of his expertise. Yet, for the sake of the argument, let us assume the above case to be given. The first thing that such persons could do is to try to convince some of their fellows to lend them the funds necessary for their projects. If they do get the capital, then everything is fine for them and the rest of mankind. However, what if they find nobody willing to support them? Would this not be to the great disadvantage of all the other market participants who are now deprived of the most value-productive investment? Those who argue in this way fail to see that one cannot divide the market at will. A person’s property is not only the fund out of which he buys capital goods; it is the fund for his consumption as well. The very fact that our would-be promoter does not obtain the necessary funds means that all other market participants do think other investments to be more value productive. One cannot separate property from the possibility of error; nobody can be free only to succeed. If one fails to use one’s property in a value-productive manner, then one consumes it in ones errors.62
Let us recall that ex ante calculation does not consist of computation based on past market prices; it is a judgment in quantitative terms that relies on an expectation of future prices. However, and this is the important point, calculation is the source of present market prices as they are continually formed in the market process. Present prices are starting points for our estimates. We regard them as the products of all prevailing conditions of action. Considering the intervening changes of these conditions we form, by way of Verstehen, a judgment upon the prices of the future. Without the basis provided by present money prices, this procedure would be impossible.63 It is indirectly that present prices permit calculation and thus the selection of the most value-productive technology under prevailing conditions. They can have no communicative function because they are only the, if indispensible, starting point for our understanding of the future. If any prices could have a communicative function it would be future prices, but tomorrow’s prices can never be known today.
Moreover, since without private property there could be no successful calculation, marginal value knowledge could not be recognized, either. Property and calculation are clearly prior to the recognition of the knowledge that should be applied.64 This fact illustrates the most important problem of socialist planning, namely, knowing what to do next. Even if it knew the ends that should be attained, it would be incapable of identifying marginal value knowledge. Hence, it would not know which actions were, at each point of time, most value productive in bringing those ends about. Private property is required to recognize these actions; without it, no capital structure can be built.
Conclusion
We now come back to the question of why “socialist planners would be stymied by inability to perform calculations in the narrow arithmetic sense”65 even if they possessed all the information conveyed by genuine market prices.
Only past market prices can be perceived and could thus convey any information at all. However, it is not past but future prices that are of any interest to the market participants. Furthermore, as there exists no general relationship between past and future prices one cannot deduce the latter from the former. Thus, it is not knowledge but entrepreneurial judgment that drives the market process.
Most importantly, all relevant information (in the economic sense) about technology is not the cause but the outcome of action. The market process is not a learning but essentially a selection process. The competition for the factors of production permits only the realization of those technological ideas which, under given circumstances, are supposedly most value productive. This competition, however, relies on calculations. Without them, the marginal value knowledge could not be identified.
Why is it that market prices are superior to the prices that central planners are dealing with? Hayek, Kirzner, and their followers believe that market prices are better because of their function, namely, that of communicating information. Mises, in contrast, showed that the primary virtue of market prices is attributable to their origin. Genuine market prices originate from voluntary cooperation; they can never be simulated. They can never be grasped by intellectual inquiries because their significance does not relate to truth or knowledge. They can only be brought about by entrepreneurial actions. For only the unhampered use of private property assures a selection that is inspired by value productivity.
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On Certainty and Uncertainty, Or: How Rational Can Our Expectations Be?
Hans-Hermann Hoppe
The honest historicist would have to say: Nothing can be asserted about the future.
Ludwig von Mises1
The future is to all of us unknowable.
Ludwig Lachmann2
I
It is possible to imagine a world characterized by complete certainty. All future events and changes would be known in advance and could be predicted precisely. There would be no errors and no surprises. We would know all of our future actions and their exact outcomes. In such a world, nothing could be learned, and accordingly, nothing would be worth knowing. Indeed, the possession of consciousness and knowledge would be useless. For why would anyone want to know anything if all future actions and events were completely predetermined and it would not make any difference for the future course of events whether or not one possessed this or any knowledge? Our actions would be like those of an automaton—and an automaton has no need of any knowledge. Thus, rather than representing a state of perfect knowledge, complete certainty actually eliminates the value of all knowledge.
Obviously, we do not inhabit a world of complete certainty. We cannot predict all of our future actions and their outcome. There are in our world surprises. Our knowledge of future events and outcomes is less than perfect. We make errors, can distinguish between failure and success, and are capable of learning. Unlike for an automaton, for us knowledge is valuable. To know something or not makes a difference. Knowledge is not of predetermined events and states of affairs, but knowledge of how to interfere with and divert the natural course of events so as to improve our subjective well-being. Knowledge does not help us predict an unalterable course of events but is a tool of purposefully changing and hopefully bettering future outcomes and events. Our actions, unlike the operations of an automaton, are not a series of predetermined events which the knower cannot influence and with respect to whose outcome he is indifferent. Rather, our actions are sequences of decisions (choices) of altering the predetermined course of events to our advantage. We are never neutral or indifferent toward the course of future events. Instead, we always prefer one course of events over another, and we use our knowledge to bring about our preferences. For us, knowledge is practical and effective, and while it is imperfect and subject to error, it is the only means of achieving human betterment.
II
From the recognition of the fact that perfect foresight eliminates the very need of knowing and knowers, and that such a need only arises if, as in our world, foresight is less than perfect, and insofar as knowledge is a means of bringing about preferences, it does not follow that everything is uncertain. Quite to the contrary. In a world where everything is certain, the idea of certainty would not even come into existence. The idea of certain knowledge requires, as its logical counterpart, the idea of uncertainty. Certainty is defined in contrast to uncertainty, and not everything can be certain. Likewise, uncertainty cannot be defined without reference to certainty, and not all knowledge can be uncertain. It is this latter part of one and the same conclusion which critics of the model of perfect foresight, such as Ludwig Lachmann, have failed to recognize. From the correct insight that we do not inhabit a world of perfect knowledge it does not follow that we live in a world of perfect uncertainty; i.e., in a world with no certainty at all, and from the fact that I cannot predict all of my and others’ future actions it does not follow that I can say nothing at all about them. In fact, even if I do not know everything about my future actions, for instance, I do know something to be true about each and every one of them: that I will, as long as I act, employ my knowledge to interfere in the natural course of events so as to—hopefully—bring about a more preferable state of affairs.
Later on, more will be said about the importance of this insight. But it is worth emphasizing from the outset that the idea of perfect or radical uncertainty (or ignorance) is either openly contradictory insofar as it is meant to say “everything about the future is uncertain except that there will be uncertainty—about this we are certain,” or it entails an implicit contradiction if it is meant to say “everything is uncertain and that there is nothing but uncertainty, is uncertain, too.” (I do know such and such to be the case, and I do not know whether such and such is the case or not.) Only a middle-of-the-road position between the two extremes of perfect knowledge and perfect ignorance is consistently defensible3: There exists uncertainty but this we know for certain. Hence, also certainty exists, and the boundary between certain and uncertain knowledge is certain (based on certain knowledge).
III
Nothing about the external, physical world is or can be known with certainty—except for those rather abstract but universal and real things that are already implied in the certain knowledge of acting and action: that this must be a world of objects and object-qualities (predicates), of countable units, physical magnitudes, and quantitative determinateness (causality). Without objects and object-qualities there can be no such thing as propositions; without countable units there can be no arithmetic; and without quantitative determinateness—the fact that definite quantities of causes only bring about definite (limited) effects—there can be no ends and means (goods); i.e., no active interference in the course of external events with the purpose of bringing about a more highly-valued end (preferred effect). Apart from the laws of propositional logic, arithmetic, and causality, however, all other knowledge about the external world is uncertain (a posteriori). We do not and cannot know with certainty (a priori) what kinds of objects and object-qualities exist, how many units of what physical dimensions there are, and what quantitative cause-and-effect relationships exist (or do not exist) between various magnitudes of various objects. All of this must be learned from experience. Moreover, experience is invariably past experience, that of past events. It cannot reveal whether or not the facts and relationships of the past will also hold in the future. We cannot but assume that this will be the case, by and large. But it cannot be ruled out categorically that we might be mistaken, and that the future will be so different from the past that all of our past knowledge will be entirely useless. It is possible that none of our instruments or machines will work anymore tomorrow, that our houses will collapse on top of us, that the earth will open up, and that all of us will perish. It is in this sense that our knowledge of the external physical world must be ultimately regarded as uncertain.
Notwithstanding this ultimate uncertainty of our knowledge concerning the external world, however, as a result of contingent circumstances, the relative stability and regularity in the concatenation of external objects and events, it has been possible for mankind to accumulate a vast and expanding body of practically certain knowledge. This knowledge does not render the future predictable, but it helps us predict the effects to be produced by definite actions. Even though we do not know why things work the way they do, and whether or not they must always work in this way, we do know with complete practical certitude that and how certain things will operate now and tomorrow. One would never know it from the writings of the apostles of radical uncertainty, but an innumerable and growing number of events (outcomes) can be produced literally at will and predicted with almost perfect exactitude. My toaster will toast, my key will open the door, my computer, telephone, and fax will work as they are supposed to, my house will protect me from the weather, cars will drive, airplanes will fly, cups will still hold water, hammers will still hammer, and nails will still nail. Much of our future is, practically speaking, perfectly certain. Every product, tool, instrument or machine represents a piece of practical certainty. To claim, instead, that we are faced with radical uncertainty and that the future is to all of us unknowable is not only self-contradictory but also appears to be a position devoid of common sense.
IV
Our practical certainty concerning future outcomes and events extends even further. There are many future events about whose outcome we are practically certain because we literally know how to produce them (the outcome is under our complete practical control). We can also predict with practical certainty a great and growing number of outcomes outside and beyond anyone’s control. Sometimes my tools, machines, and products are defective. My toaster does not toast, my telephone is silent, a hurricane or an earthquake has destroyed my house, my airplane crashes, or my cup is broken. I had no knowledge that this would happen to me here and now, and hence I could not have acted differently from the way I did. I am thus taken by surprise. But my surprise and my uncertainty must not be complete. For while I may know absolutely nothing about the single event—this cup will now break, this airplane will now crash, my house will be destroyed in an earthquake two years from now—and thus cannot possibly predict and alter any such event, I may know practically everything with respect to the whole class of events (broken cups, crashing airplanes, earthquakes) of which this single event is a member. I may know, based on the observation of long-run frequency distributions, that airplanes of a certain type crash every so often, that one in ten thousand cups produced is defective, that machines of such and such a type function on the average for ten years, and that an earthquake strikes a certain region on the average twice a year and destroys, in the long run, one percent of the existing housing stock per year. Then, although the single event still comes as a surprise, I do know with practical certainty that surprises such as these exist and how frequent they are. I am surprised neither by the type of surprise nor its long-run frequency. My surprise is only relative. I am surprised that such and such happens here and now rather than elsewhere or later. But I am not surprised that it happens at all, here, there, now, or later. In thus delineating the range and frequency of possible surprises, my uncertainty concerning the future, while not eliminated, is systematically reduced.
Cases of limited surprises or reduced uncertainty are, of course, what Frank Knight first classified as “risk” (as opposed to “uncertainty”), and what Ludwig von Mises, building on Knight and the work on the foundations of probability theory of his mathematician brother, Richard von Mises, would later define as “class probability” (as opposed to “case probability”)4: “Class probability means: We know or assume to know, with regard to the problem concerned, everything about the behavior of a whole class of events or phenomena; but about the actual singular events or phenomena we know nothing but that they are elements of this class.”5 I know nothing about whether this or that cup will be broken, and I know nothing about whether my house or your house will be destroyed by a tornado within the next year, but I do know from the observation of long-run frequency distributions regarding cups and tornadoes, for instance, that no more than one in ten thousand cups is defective and that of a thousand houses in a given territory, no more than one per year on the average will be destroyed. If, based on this knowledge, I adopted a strategy of always predicting that the next cup will not be broken, and that my house will not be destroyed next year, I would commit errors. But in the long run, the strategy would assure more successes than errors: my errors would be ‘correct’ errors. On the other hand, if I adopted the strategy of predicting always that the next cup will be broken and my house destroyed, I might well be correct. But in the long run this strategy would assuredly fail: I would be erroneously correct. Whenever the conditions of class probability are met and we do not know enough to avoid mistakes altogether but enough to make only correct mistakes, it is possible to take out insurance. As a producer of cups, for instance, I know that on the average I will have to produce 10,001 cups in order to have 10,000.1 cannot avoid broken cups, but I can insure myself against the risk of broken cups by including it, as a regularly-occuring loss, in my cost-accounting, and by thus associating a correspondingly-higher cost with my production of cups. Similarly, I cannot avoid tornadoes, but I can insure myself against them. Because tornado losses are large and infrequent in relation to the size and operations of my household, it would be difficult (although not impossible) to provide insurance internally (within my household). But it is possible to pool my tornado risk with yours and that of other households or firms in a given region. Not one of us knows who will be affected by the risk in question, but based on the knowledge of the objective long-run frequency of tornadoes and tornado damage for the entire region, it is possible to calculate a premium against payment of which each one of us can be insured for this hazard.
It is not only the knowledge incorporated in our tools, instruments, and machines, then, which provides practical certain information about our future: in this case, knowledge of how we will generate various singular events. Also, the knowledge incorporated in any form of insurance, whether internally practiced or by method of pooling, represents practical certain knowledge: in this case, knowledge of how to be prepared for various classes of events whose individual occurrence is beyond anyone’s control. To be sure, while the conditions of class probability and insurability can be stated exactly, with certainty, the question of whether or not there exist insurable events, which ones, and the various expenses of insuring against them, cannot be answered with certainty. On the one hand, the knowledge of objective probability distributions must be acquired through observational experience, and as is the case for all knowledge based on such experience, we can never know whether or not past regularities will also hold in the future. We may have to make revisions. On the other hand, even in order to collect such information, it is necessary that various singular events be classified from the outset as falling into one and the same class (of events). This cup or tornado and that cup or tornado are both members of the same class of cup or tornado. Yet any such classification is tainted with uncertainty. The joint classification of a series of singular events is only correct (for the purpose of insurance) if it holds that I do not know more about any of the single class members than that each one of them is a member of the same class. If I learned, however, that one cup was made of clay A and another from clay B, for instance, and that this fact makes a difference for the long-run frequency of defects, my initial classification would become faulty. Similarly, I might learn from experience that tornado damage on the eastside of a given valley is systematically higher than on its western side. In this case, too, my original classification would have to be changed, new and revised classes and subclasses of insurable events would have to be formed, and new and different insurance premiums would have to be calculated. These uncertainties notwithstanding, however, it deserves to be pointed out that as a contingent fact of human life, the actual range of insurance, and hence of relatively certain information about future events and outcomes, is vast and growing: We know how many ships will likely sink, how many airplanes crash, how often it will rain or shine, how many people of a given age will die, how many hot water-boilers will explode, how many people will be struck by cancer, that more women than men will be affected by breast cancer, that smokers will die earlier than non-smokers, that Jews suffer more frequently from Tay-Sachs disease than Gentiles, and Blacks more from sickle cell anemia than Whites, that tornadoes, earthquakes, and floods occur here but not there, etc. Our future is most definitely not unknowable.
V
Little of this ever attracts the attention of theoreticians of radical uncertainty. The existence of a practical working technology and of a vast and flourishing insurance industry constitutes an embarrassment for any theory of radical uncertainty. If pressed sufficiently hard, of course, Lachmann and his followers would probably admit the undeniable and, as if all of this did not matter, quickly move onto another problem. So far, it might be pointed out with some justification, attention has been directed almost exclusively either to the technological rather than the economic aspect of action—to accidents rather than to actions. The phenomenon of radical uncertainty, however, arises in a different arena. While it may be possible to predict the physical outcomes if such and such an action is taken, and while it may be possible also to predict the pattern of various physical events entirely outside of human control, matters are completely different when it comes to predicting our own future actions. I can predict that my toaster will toast if I employ it in a certain way, and I can predict that toasters generally do not work longer than ten years, but presumedly I cannot predict whether or not I will actually employ my toaster in the future, nor could I have predicted before it actually happened that I ever wanted—and constructed or bought—a toaster in the first place. It is here, in the arena of human choices and preferences, where supposedly radical uncertainty reigns.
Lachmann and his followers are correct in emphasizing that the problem of predicting my and others’ future actions is categorically different from that of predicting the physical outcomes of given actions or of natural events. In fact, the destructive part of Lachmann’s argument is largely correct even though it is hardly new (and entirely insufficient to establish his constructive thesis of radical uncertainty).6 This is the proof that not only the idea of perfect foresight, underlying general equilibrium theory, is mistaken, but likewise the idea, advanced by rational expectations theorists, that all human uncertainty can be subsumed under the heading of insurable risks: that the uncertainty concerning our future actions in particular is no different from that regarding the future of natural events, such that we can, based on our observation of long-run frequency distributions, predict their general pattern in the same way as we can predict the pattern of earthquakes, tornadoes, cancer, or car accidents, for example.
As Lachmann points out, and as Frank Knight and Ludwig von Mises explained long before, the new theory of rational expectations suffers from essentially the same deficiency as the old general equilibrium model of perfect foresight: it cannot account for the phenomenon of learning and hence, of knowledge and consciousness. Rational expectation theorists only replace the model of man as a never-failing automaton with that of a machine subject to random errors and breakdowns of known types and characteristics. Rather than possessing perfect knowledge of all singular (individual) actions, man is assumed to possess merely perfect knowledge of the probability distribution of all future classes of actions. He is assumed to commit forecasting errors, but his errors are always correct errors. False predictions never require a revision of a person’s given stock of knowledge. There is no learning from success or failure and, hence, there is no change, or only predictable change, in the future pattern of human actions. Such a model of man, Knight, Mises, and Lachmann agree, is no less faulty than the one it is supposed to replace. It not only stands in manifest contradiction to the facts, but any proponent of this model is also inevitably caught up in logical contradictions.
First off, if our expectations (predictions) concerning our future actions were indeed as rational as rational expectation theorists believe them to be, this would imply that it would be possible to give an exhaustive classification of all possible actions (just as one could list all possible outcomes of a game of roulette or all possible locations of a physical body in space). For without a complete enumeration of all possible types of actions there can be no knowledge of their relative frequencies. Obviously, no such list of all possible human actions exists, however. We know of a great number of types of action performed then or now, but this list is always open and incomplete. Indeed, actions are designed to alter the natural course of events in order to bring about something as yet non-existent. They are the result of creative imagination. New and different actions are constantly added to the list, and old ones dropped. For instance, new or different products and services are constantly added to the pre-existing list of products and services, while others disappear from the list. However, something as yet non-existent—a new product—cannot appear on any list until after it has been imagined and produced by someone. Even the producer of a new product X does not know—and could not have predicted—anything regarding the relative frequency of actions such as the supply of or the demand for X before he had actually had the new idea of X—yet any new product idea and any new product must necessarily upset (alter) the entire pre-existing pattern of the relative frequency of various forms of action (and of relative prices).
Moreover, if we could indeed predict our future actions, either perfectly or subject only to random errors, then it would have to be implicitly assumed as well that every actor must possess the same (identical) knowledge as everyone else. I must know what you know, and you must know what I know. Otherwise, if our knowledge were somehow different, it would be impossible that both our predictions could be equally correct or else equally correctly wrong. Instead, either my predictions would have to be correct and yours would have to be wrong, or vice versa, and either my predictions or yours then would have to be wrongly wrong. The error (mine or yours) would not be random but systematic, for it could have been avoided had I (or you) known what you (or I) knew. This precisely is the case, however: our knowledge is not identical. You and I may know some things in common, but I also know things (about myself, for instance) that you do not know, and vice versa. Our knowledge, and hence our predictions and expectations concerning future actions, are in fact different. Yet if different actors possess different knowledge, the likelihood (frequency) of their predicting correctly or incorrectly will be different as well. Hence, neither the success nor the failure of our predictions can be considered purely random but will have to be ascribed instead, at least partially, to a person’s more-and-better or less-and-worse individual knowledge.
Most importantly, however, the rational expectations’ model of man as a machine which is endowed with perfect knowledge of the relative frequency distribution of all of its possible future classes of actions (but that knows nothing about any particular action falling into any one of these classes except that it is a member of such and such a class and that this class of action has such and such a relative frequency) is fraught with inescapable internal contradictions. On the one hand, as far as the assumption that all actors possess identical knowledge is concerned, any proponent of this view is caught in a performative contradiction: his words are belied by the very fact of uttering them. For there would be no need to say what he is saying if everyone else already knew what he knows. Indeed, if everyone’s knowledge were identical to everyone else’s, no one would have to communicate at all. That men do communicate demonstrates that they must assume instead, contrary to the stated assumption, that their knowledge is not identical. Rational expectations theorists, too, by virtue of presenting their ideas to the reading public, must obviously assume that the public does not yet know what they already know, and hence, that the public’s predictions concerning the future course of actions—in contrast to their own predictions—will be systematically flawed until it has successfully absorbed the lesson of rational expectations.
Similarly, anyone proposing the assumption of a given list of all possible forms of human actions, with its implied denial of all learning, is caught up in contradictions. For one, if his knowledge was indeed given, this would imply assuming that he already knows everything that he will ever know (otherwise, if he could learn something tomorrow that is not already known today, his list of possible classes of actions could no longer be assumed to be complete). Yet if this were the case, then inevitably the question arises how he ever came to know this. If he cannot learn, it would appear that he also could not possibly have learned to know that there is no human learning. Rather, this knowledge must have always been there, as part of his initial natural endowment, like his hands and fingers. But this idea—that our knowledge is given as our hands and fingers are given—is absurd. Knowledge is always the knowledge of something: the knowledge of hands and fingers, for instance, and it cannot possibly be conceived of as anything but sequentially (in time) acquired knowledge (as something based upon and learned about some logically and temporarily prior facts). Moreover, the denial of the possibility of learning is again belied by the proponent’s action. In proposing his thesis, he cannot but assume that others can understand and possibly learn from him something that they do not yet know. And in waiting for and listening to the response of others to his proposition—by engaging in any form of argumentation—he cannot but also assume that he himself can possibly learn from what others have to say. Otherwise, if he already knew what they would respond and how he would respond to their responses, and so on, there would simply be no purpose to the whole enterprise of communication and argumentation. Indeed, if he knew in advance all of his arguments (propositions) and all possible replies and counterreplies (or at least their relative frequency distribution), it would also be senseless to even engage in any form of internal, intra-personal argumentation, because his knowledge would already be complete, and he would already possess the answers to all questions. Of course, the rational expectation theorists do engage in argumentation—and no one could argue that he cannot argue without thereby falling into a contradiction—and they do conduct research (which no one would do if he already knew everything there is to know). Hence, they demonstrate through their own actions that their model of man must be considered systematically flawed, and that man must think of himself as capable of learning something as yet unknown (unpredictable).
VI
What are the consequences as regards the nature of the social sciences that follow from the recognition of man as a learning actor? It is in the answer to this question that Knight and Mises on the one hand, and Lachmann on the other, ultimately part company. They would agree only on one consequence: that there exists a categorical difference between the logic of the natural sciences and that of the social sciences. Indeed, it follows from the recognition of man as a learning actor that the (still) dominating positivist (or falsificationist) philosophy, which assumes that all (empirical) sciences follow the same method—a uniform logic of science—is self-contradictory.7
It is one thing to predict the physical outcomes resulting from a given action (technology) or to predict the future pattern of a given class of natural events outside an actor’s physical control (insurance). It is an entirely different matter to predict what action an actor will actually perform or against which classes of natural events he will actually want to insure himself. As far as the former problem is concerned, there is no need to dispute what positivism has to say: An actor wants to produce a certain physical result and he has an idea about what type of interference of his is capable of bringing about such a change. His idea is a hypothetical one. The actor never can be ultimately certain that his action will lead to the desired result. He can only try and see what happens. If his action is successful and the anticipated outcome is achieved, his idea is confirmed. However, even then the actor cannot be sure that the same interference will always bring about the same result. All that a confirmation adds to his previous knowledge is the certitude that his hypothesis so far has not yet been shown to be faulty. On the other hand, if his action fails, his idea is falsified and a new, revised or amended hypothesis will have to be formed. Thus, even if certainty is out of human reach, it is still possible, through a process of trial and error, that an actor may continuously improve his technological know-how. Likewise, as regards natural events outside one’s control, insofar as an actor is not indifferent (unconcerned) about such events but prefers the presence of any such event over its absence, or vice versa, he may form an idea concerning the relative frequency distribution of the entire class of the particular event in question. This idea, based as it is on the joint classification of singular events and the observation of long-run frequencies, is hypothetical, too. In this case, however, the occurrence of a single favorable or unfavorable event does not constitute a confirmation or a falsification of one’s hypothesis. Rather, because the hypothesis refers to an entire class of favorable or unfavorable events and does not state anything regarding any singular event except that it is a member of this class, the question whether or not the course of future events confirms or falsifies one’s idea can only be decided based on the observation of a large number of cases. This fact, although seemingly less than completely satisfying, does not imply that the experiences of confirmation and falsification, of success and failure, and of scientific progress proceeding through trial and error are any less real, however. In this case, whether or not one’s hypothesis is confirmed or falsified can be decided based on the ‘hard’ and objective fact that an insurer—whether a single individual who insures himself over time through personal savings or an agency that insures a class of individuals across time against payment of a premium—either has, or has not, saved or collected premiums sufficient to cover the cost resulting from the occurrence of each and all unfavorable singular events. If he has, his hypothesis is temporarily confirmed, and if he has not, his hypothesis is falsified, and he will either have to change his frequency estimate and increase his savings or premiums, or he will have to revise his classification of singular events and introduce a new, further differentiated-system of classes and subclasses. Thus, even if certainty is again unattainable, continuous scientific progress is possible also with respect to man’s ability to forecast accidents (natural events outside of his control).
Granted that this is so, however, the question arises if it is also true, as positivists maintain, that man can be thought of as following the same logic—of hypothetical conjecture, confirmation or falsification, and of scientific progress proceeding through a process of trial and error—when it comes to the problem of predicting his own future actions. But this must be categorically denied. For in proceeding in the way he does regarding the world of physical events inside or outside his control, an actor must necessarily conceive of himself as capable of learning (otherwise, why conduct any research at all?). Yet if man can learn and possibly improve his predictive mastery over nature, it must be assumed that he can not only alter his knowledge, and hence his actions, in the course of time, but also that these possible changes must be regarded by him as in principle unpredictable (such that any progress in his ability to predict these changes must be considered systematically impossible). Or putting things somewhat differently, if man proceeds, as positivists say he does, to interpret a predictive success as a confirmation of his hypothesis such that he would, given the same circumstance, employ the same knowledge in the future, and if he interprets a predictive failure as a falsification such that he would not employ the same but a different hypothesis in the future, he can only do so if he assumes—even if only implicitly—that the behavior of the objects under consideration does not change over the course of time. Otherwise, if their behavior were not assumed to be time-invariant—if the same objects were to behave sometimes this way and at other times in a different way—no conclusion as to what to make of a predictive success or failure would follow. A success would not imply that one’s hypothesis had been temporarily confirmed, and hence, that the same knowledge should be employed again in the future. Nor would any predictive failure imply that one should not employ the same hypothesis again under the same circumstances. But this assumption—that the objects of one’s research do not alter their behavior in the course of time—cannot be made with respect to the very subject engaging in research without thereby falling into a self-contradiction. For in interpreting his successful predictions as confirmations and his failed predictions as falsifications, the researcher must necessarily assume himself to be a learning subject—someone who can learn about the behavior of objects conceived by him as non-learning objects. Thus, even if everything else may be assumed to have a constant nature, the researcher cannot make the same assumption with respect to himself. He must be a different person after each confirmation or falsification than he was before, and it is then his nature to be able to change his personality over the course of time.8
But if the positivist-falsificationist view of a uniform logic of science is rejected and the logic of the social sciences considered categorically different from that applying to the natural sciences, as Knight, Mises, and Lachmann would agree, then what is the method appropriate for the study of human action? It is here that Knight and Mises would fundamentally disagree with Lachmann. Knight and Mises argue—correctly, as will be seen—that it does not follow from the recognition of man as a learning actor that everything concerning the future of human actions must be considered unknowable—indeed, they would consider such a view self-contradictory—but rather only that one must admit the existence of two categorically-different branches within the social sciences: of apodictic (aprioristic) theory (economics) on the one hand and of history and entrepreneurship on the other.9 Lachmann and his followers conclude precisely this: (1) that there can be no such thing as economic theory capable of prediction at all, that all of the social sciences are nothing but history and “economists must confine their generalizations to the knowable past”10; and (2), that all of our predictions concerning human actions, which we must venture day in and day out, are nothing but haphazard guesses, that “man in his true humanity,” as Lachmann approvingly cites Shackle, “can neither predict nor be predicted.”11
VII
Regarding the first of Lachmann’s two contentions—the impossibility of economic theory—it should be noted from the outset that this thesis—contrary to Lachmann’s own claim, and in particular the self-congratulatory attitude found among some of his younger disciples—is anything but new and original, but represents instead a return to Lachmann’s intellectual beginnings as a student of Werner Sombart and the “historicist” teachings of the German Kathedersozialisten (and thus most definitely has nothing whatsoever to do with Austrian Economics).12
Ludwig von Mises, the twentieth century’s foremost Austrian economist and life-long critic of historicism, has thus characterized its doctrine: “The fundamental thesis of historicism is the proposition that. . . there is no knowledge but that provided by history. . . . The honest historicist would have to say: Nothing can be asserted about the future. Nobody can know how a definite policy will work in the future. All we believe to know is how similar policies worked in the past. Provided all relevant conditions remain unchanged, we may expect that the future effects will not widely differ from those of the past. But we do not know whether or not these relevant conditions will remain unchanged. Hence we cannot make any prognostication about the—necessarily future—effects of any measure considered. We are dealing with the history of the past, not with the history of the future.”13 That this is also an accurate description of Lachmann’s position is made perfectly clear by Lachmann’s following comment on the so-called Austrian theory of the trade cycle: “Here we have a body of analytical thought designed to meet the requirements set out above: to depict a recurrent pattern of events with booms and depressions following each other in ceaseless succession. But can we really believe that agents witnessing these events will learn nothing from them and act in successive cycles in identical fashion? Is it not more likely that their action in each cycle will be affected by the lessons they have learnt from its predecessors, even though, as always happens, different people learn different lessons from the same events? Once we admit that people learn from experience, the cycle cannot be reproduced time after time. These considerations suggest that it may be better to give up the doubtful quest for a model of the business cycle and to regard phenomena such as cyclical fluctuations in output and prices simply as phenomena of history in the explanation of which changes in human knowledge will naturally play a part, with the events of each successive cycle requiring different, although often enough similar, explanations.”14
While in and of itself this does not yet prove Lachmann wrong, it is a first step in the direction of a rigorous refutation that the position taken by Lachmann involves nothing less than an all-out social relativism—indeed: nihilism—that cannot but immediately strike one as entirely counter-intuitive. The relativistic consequences of historicism are hinted at clearly in the just quoted passage from Mises, while they may appear somewhat obscured by Lachmann in restricting his remarks to but one theory, the theory of the trade cycle (incidentally without bothering to explain, even if only briefly, what the theory actually states). However, there can be no doubt whatsoever that the trade cycle theory is cited by Lachmann as an example and that he actually believes his argument to be equally applicable to all other economic theorems. In the same way and for the same reason that there can be no such thing as the theory of the trade cycle, according to Lachmann, there also can be no such thing as the theory of exchange, the theory of prices, the theory of money, the theory of interest, the theory of wages, the theory of socialism, the theory of taxation, the theory of wage and price controls, or the theory of interventionism. What holds for the phenomenon of cyclical fluctuations supposedly also holds for all other phenomena: that they must be regarded as phenomena of history in the explanation of which changes in human knowledge will naturally play a part, with each successive exchange, price, use of money, interest, wage, socialism, tax, wage and price control, and government intervention requiring different, although often enough similar, explanations. But can we really believe this? Can we really believe, as Lachmann does, that we cannot say anything “applying equally to future and past” exchanges, prices, monies, or taxes? Can we really believe that, due to the possibility of learning, it may no longer be true in the future that every voluntary exchange will—ex ante—be beneficial to both exchangers, and that every coercive exchange such as a tax will benefit one (the taxman) at the expense of the other (the taxed)? Can we really believe that each successive socialist experiment requires a different explanation, and that it is impossible to say anything applicable to each and every form of socialism, so that as long as there exists no private ownership of the means of production, and hence no factor prices, economic calculation (cost-accounting) will be impossible and permanent misallocation (waste) will have to result? Can we really believe that, as long as socialism is not actually abolished, this proposition may no longer hold true, because agents can learn from experience and may no longer act in an identical fashion? Can we really believe that if a central bank were to double the paper money supply overnight, this would not, now and forever, lead to a drop in the purchasing power of money as well as a systematic income redistribution in favor of the central bank and the early receivers of the newly-created money at the expense of those receiving it later or not at all? Can we really believe that if the minimum wage were fixed today at one million dollars per hour and if this decree were strictly enforced and no increase in the money supply were to take place, this measure might not lead to mass unemployment and a breakdown of the division of labor because people can learn from experience? To be sure, Lachmann believes all of this, and it is easy to understand why some other people—taxmen, socialists, central bankers, and minimum wage legislators—would like us to believe as he does. But it is difficult to imagine how anyone but Lachmann—including even those who would personally benefit from us believing that the future effects of various policies can never be known in advance—can actually consider any of this seriously.
As already indicated in section II above, the fundamental logical error involved in Lachmann’s reasoning consists in the fact that it does not follow from the proposition that human actors face an uncertain future that everything regarding our future must be considered uncertain.15 Nor does it follow from the fact that humans can learn, and hence their actions may change in the course of time, that everything concerning the future of human actions may possibly change in the course of time. Quite to the contrary. To draw these conclusions, as Lachmann does, is self-contradictory, for evidently Lachmann claims to know for certain the unknowability of future knowledge and, by logical extension, of actions. Yet then he does know something about future knowledge and action. He must assume to know something about knowledge and action as such. Likewise, in claiming to know that humans are capable of learning and altering their actions in accordance with what they may learn, Lachmann must admit knowing something about man as such. He must assume to know not only that man may change his future behavior, but also that these changes are the result of a process of learning; that is, that they are the result of man being able to distinguish between success and failure, between confirmation and falsification, and draw conclusions dependent upon such categorically distinct experiences; and hence, that all possible changes in the behavior of man, unpredictable as their specific content may be, follow a predictable pattern—a uniform and constant logic of human action and learning. To use a perfect analogy, while it is true that I am unable to predict everything that I will say or write in the future, this does not imply that I cannot predict anything about my future speaking and writing. I can predict, and indeed I can predict with perfect certainty, and regardless of whether I will speak or write in English or German, that, as long as I will speak or write at all, in any language whatsoever, all of my speaking and writing will have a constant and invariable logical (propositional) structure: that I must use identifying expressions, such as proper names, and predicators to assert or deny some specific property of the identified or named object, for instance.16 In the same way it holds that even though I cannot predict what goals I may pursue in the future, what means I will deem appropriate to reach these goals, and what other conceivable courses of action I will choose to reject in order to do what I will actually do (my opportunity cost), I can still predict that as long as I act at all, there will be goals, means, choices, and costs; that is, I can predict the general, logical structure of each and every one of my actions, whether past, present or future. And this is precisely what economic theory or, as Mises has termed it, praxeology, is all about: providing knowledge regarding actions as such and knowledge about the structure which any future knowledge and learning must have by virtue of the fact that it invariably must be the knowledge and learning of actors.
To be sure, the knowledge of the invariant logical structure of acting and learning is acquired knowledge, too, as is all human knowledge. Man is not endowed with it. However, once learned, the knowledge conveyed by praxeology as well as that conveyed by propositional logic can be recognized as necessarily true—a priori valid—knowledge, such that no future learning from experience could possibly falsify it. While all of my knowledge regarding the external world is, and forever will be tainted by uncertainty (it is not inconceivable that the law of gravitation may no longer hold in the future or that the sun will not rise tomorrow), my knowledge concerning the structure of my future action and learning is and forever will be non-hypothetically true: it is inconceivable that, as long as I am alive, I will not act and reach or not reach my goal and revise or not revise my knowledge depending on the outcome of my actions. Learning is the learning from success and failure, and there can be no learning of the fact that there is no success or failure. Thus, writes Mises, “man as he exists on this planet in the present period of cosmic history may one day disappear. But as long as there are beings of the species Homo sapiens there will be human action of the categorical kind praxeology deals with. In this restricted sense praxeology provides exact knowledge of future conditions. . . . The predictions of praxeology are, within their range of applicability, absolutely certain.”17
How is it possible, then, especially in light of the fact that Lachmann was familiar with Mises and his writings, that he could have committed an elementary logical blunder such as not to recognize that it does not follow from the fact that we are capable of learning that everything about the future of human actions is unknowable? How could he not recognize that only those aspects of our actions which may actually be affected by learning can be considered unpredictable, while those aspects that are a necessary part of any action and learning and thus cannot be altered by future learning—the underlying logical structure of action and learning itself—cannot? The answer to this riddle lies in the fact that although he considered himself a staunch opponent of the positivist philosophy, Lachmann still fell prey to one of its fundamental misconceptions. Like Friedrich A. Hayek, his second teacher, Lachmann, whether wittingly or not, accepted the view of Hayek’s friend and protégé Karl R. Popper that all scientific knowledge must be such that, in principle, it is falsifiable by experience, and that all knowledge that is not falsifiable is not genuine knowledge at all but represents merely empirically empty tautologies, i.e., arbitrary definitions (formalisms). It is thus that Lachmann can write in response to the challenge posed to his thesis of an unknowable future by Mises and his idea of a logic of action that “precisely by virtue of the logical necessity inherent in it, it is impotent to engender empirical generalizations. Its truth is purely abstract and formal truth. The means and ends it connects are abstract entities. In the real world the concrete means used and ends sought are ever-changing as knowledge changes and what seemed worthwhile yesterday no longer seems so today. We appeal in vain to the logic of means and ends to provide us with support for empirical generalizations.’18
But surely, as popular as this view of regarding all non-hypothetically true propositions—such as the laws of propositional logic, for instance—as empirically-empty formalisms has become in the wake of the rise of the positivist philosophy, it is completely fallacious.19 In referring to highly-abstract entities such as objects and properties, rather than concrete ones such as my cactus and its red blossoms, I am still speaking about real phenomena. The term “tree” is more abstract than the term “pine tree,” but the former has no less an empirical content than the latter. In the same vein, in saying something about ends, means, exchange, money, or interest—rather than about my desire to please my wife with flowers, a trade of two oranges against three apples, US dollars, or my exchange of two present socks for four socks three months hence—I am still stating something about real phenomena with an empirical content. Notes Mises, “if one accepts the terminology of logical positivism and especially also that of Popper, a theory or hypothesis is ‘unscientific’ if in principle it cannot be refuted by experience. Consequently, all a priori theories, including mathematics and praxeology, are ‘unscientific.’ This is merely a verbal quibble. No serious man wastes his time in discussing such a terminological question. Praxeology and economics will retain their paramount significance for human life and action however people may classify and describe them.”20
In light of Lachmann’s multiple logical errors, one can now turn back to our rhetorical questions raised in response to his claim of the impossibility of any and all economic theory and prediction. The reason it appeared absurd that one should be unable to predict anything regarding each and every voluntary exchange, tax, socialism, money supply increase, and minimum wage law, is that while man may learn many things and alter his behavior in many ways, he is unable to experience and learn anything that is at variance with the laws of logic and the nature of man as an actor. I may not be able to predict that I will engage in voluntary exchanges, when, what it is that will be exchanged, or the exchange ratio at which the goods or services in question will be traded, etc., because all of this may indeed be affected by my and others’ knowledge and change as this knowledge changes. But I can predict with perfect certitude that if a voluntary exchange takes place, regardless of where, when, what, and at what exchange ratio, both exchange partners must have had opposite preference orderings and must have expected to benefit from the exchange. No possible learning can ever change this. Likewise, I may not be able to predict that or when a socialist experiment will be undertaken or discontinued. Nor will I ever be able to predict such an experiment’s many specific features. All of this may be affected by learning. But regardless of whatever people may learn and how their learning may shape the peculiar shape of socialism, I can still predict with absolute certainty that as long as one is in fact dealing with socialism, any and all economic calculation will be impossible and permanent misallocations of production factors must result because this consequence is already logically implied in what socialism is. Similarly, I may not be able to forecast that a money will actually come into existence, and it is certainly possible that mankind may one day revert back to barter. Nor can I predict with certainty what specific kind of money will be employed in the future. But I can predict with perfect certitude that if there is any money in use at all, an increase in its supply must lead to a reduction in its purchasing power below what it otherwise would have been. This follows simply from the definition of money as a medium of exchange. Lastly, Lachmann also errs regarding the example of the Austrian theory of the trade cycle. He claims that due to the fact that businessmen can learn—they may hear of or read about Mises’s theory—they may possibly alter their future behavior in such a way that the effects predicted by the theory will no longer ensue.21 But such a claim simply involves a misunderstanding of what the theory actually states. True enough, people can learn from Mises, and this may actually prevent business cycles from occurring at all, just as people may learn from Mises never to engage in a socialist experiment in the first place. However, this is entirely beside the point, for the theory states that if a bank creates additional paper-money credit, above and beyond the credit made available by the public’s voluntary savings, and if this additional credit is in fact placed into the hands of borrowers and the interest rate is thus lowered below what it otherwise would have been, i.e., the natural rate of interest, then, and only then, will there be first a boom—over-investment—and consequently a bust—the systematic liquidation of some of the investments as malinvestment. Whatever businessmen may learn after a credit expansion has actually taken place cannot possibly affect this predicted outcome in the slightest, because an intertemporal discoordination is already logically implied in the stated premises. And if the if-clause is not fulfilled, then the theory of the trade cycle is not refuted, of course. It simply does not apply.22
VIII
Having rejected Lachmann’s first contention of the impossibility of economic theory applicable to past and future alike, and having argued the case of Knight’s and in particular Mises’s instead, not only of the possibility of such theory but, even more strongly, of a priori theory and apodictic (non-hypothetical) prediction, in this final section Lachmann’s second contention—the “kaleidic” nature of the social world and the haphazardous character of entrepreneurial prediction—will have to be examined.
Even if the existence of a logic of action—praxeology—is admitted, as it must be, it does not follow that the knowledge provided by it can render our future certain. Praxeology allows us to predict with certainty some future events and aspects of the world of human actions, but its range of applicability is strictly limited. There are many events and aspects, and indeed far more of far greater practical significance, about which praxeology has nothing to say. As Mises explains, “there is, but for Robinson Crusoe before he met his man Friday, no action that could be planned or executed without paying full attention to what the actor’s fellow men will do. Action implies understanding other men’s reactions.”23 “The task with which acting man, that is, everybody, is faced in all relations with his fellows does not refer to the past; it refers to the future. To know the future reactions of other people is the first task of acting man. . . . It is obvious that this knowledge which provides a man with the ability to anticipate to some degree other people’s future attitudes is not a priori knowledge. The a priori discipline of human action, praxeology, does not deal with the actual content of value judgments; it deals only with the fact that men value and then act according to their valuations. What we know about the actual content of judgments of value can be derived only from experience.”24 Quite apart from whatever praxeology, technology, and insurance can possibly teach us about the future, then, Mises (as well as Knight) would agree with Lachmann that there remains as one of mankind’s most pressing problems the need to predict our fellow men’s concrete value judgments, the specific means they will choose to bring their valued ends about, and their evaluations once the results of their actions are in. And as has already been explained, they would also agree with Lachmann that because humans are capable of learning and their learning may affect their values, choices of means, and evaluations of outcomes, the positivist-falsificationist prescriptions of how to deal with this problem are logically inappropriate and impotent. But what else can we do? Or can nothing be done to deal with this aspect of uncertainty?
While it may appear that Lachmann’s answer to these questions is similar to Mises’s—both refer throughout their writings to the same group of philosophers of the Geisteswissenschaften and the social sciences, most notably Max Weber and Alfred Schuetz, and both mention the method of understanding (Verstehen)—this impression is mistaken (although due to Lachmann’s generally less-than-clear writing and a considerable amount of hedging on his part, this issue is admittedly somewhat difficult to decide).25 For whereas Mises’s answer to the above questions is an unambiguous yes, there exists a method of dealing with the ineradicable uncertainty of future human choices, and even though this method is not, and never can be, perfect, by not availing ourselves of it we would rob ourselves of the very intellectual tool of successful action and encounter more frequent disappointments than otherwise would be the case. Lachmann seems to hold precisely this: that regardless of what we do, our successes or failures in predicting our fellow men’s future actions are purely random.
As for Mises’s position, it is essential to recognize that—and why—he rejects the view that the future of human actions may be considered random or haphazard. To entertain such a view can mean one of two things. It can mean that we know literally nothing. But this is clearly false, for we do know something: we know that the future events in question are human actions and will display the structure inherent in each and every action, and hence, that while our knowledge may be deficient, we are still in a position to say more than simply ignoramus.26 Or it can mean that with regard to the problem of future human choices, we know everything about the behavior of the whole class of events, but we do not know anything about any singular choice except that it is an element of the entire class of human choices. The view that human actions may be regarded as instances of “class probability” has already been rejected above. We do not, and never will, know everything about the whole class of human actions. But from this it does not follow that we will have to confess complete ignorance regarding singular human choices (apart from the known fact that they are all choices). In fact, we do know something (more) about each singular event: we know that each singular event is the result of individual actors acting based on individual knowledge subject to changes by individual learning, such that each event as it unfolds in human history, past and future, must be conceived of as a unique, and non-repeatable event (with each event being in a class by itself); and we also know that in order to grasp the past or anticipate the future actions of our fellow men, we will have to pay attention and try to understand their individual knowledge, their individual values and personal know-how. It is thus that Mises characterizes the epistemological task faced by man in his dealings with his fellows as one of “case probability.” “Case probability (or the specific understanding of the sciences of human action) . . . means: We know, with regard to a particular event, some of the factors which determine its outcome; but there are other determining factors about which we know nothing.”27 Categorically different as this situation of case probability is from that of class probability, it is hardly a situation in which the future is random or haphazard. Indeed, in some respect we are in a better (not worse) epistemological position in the field of human history, past and future, than we are in the field of natural events, of technology and insurance. For in the latter field we are categorically precluded from the possibility of understanding. Each singular event must be treated as a member of a class of homogeneous, except for their class membership indistinguishable singular events. In contrast, in the field of past and future human history, we are capable of distinguishing between every singular event (each event can be treated as heterogeneous); and to improve our grasp of the past, and our anticipations of the future actions of our fellows, we know and are capable of learning something about the individual causes—the personal knowledge—uniquely affecting the outcome of each and every singular human event (with each event deserving of its own special attention).
While neither random nor haphazard, then, the task of anticipating our fellows’ actions based on an understanding of their individuality is not without its inescapable difficulties and imperfections, for every understanding of an individual is always an understanding of his past values and knowledge. However, as Mises was quoted above, our first task in life is to know the future reactions of other people. “Knowledge of their past value judgments and actions, although indispensable, is only a means to this end.”28 Thus, in all of our attempts of anticipating the future, in addition to an understanding of the past actions of a given individual, we must also necessarily make a judgment regarding the relative stability or instability of the various parts of his system of values and knowledge as displayed in the past; that is, we must form an opinion about his personality or character. As Mises explains, we must “assume that, by and large, the future conduct of people will, other things being equal, not deviate without special reason from their past conduct, because we assume that what determined their past conduct will also determine their future conduct. However different we may know ourselves to be from other people, we try to guess how they will react to changes in their environment. Out of what we know about a man’s past behavior, we construct a scheme about what we call his character. We assume that this character will not change if no special reasons interfere, and, going a step farther, we even try to foretell how definite changes in conditions will affect his reactions.”29 Likewise, if we are concerned about the future behavior of groups of individuals (rather than only a single one), we cannot but classify individuals according to the similarity or dissimilarity of their character or personality; that is, we cannot but form ideas of group characters—ideal types—and sort individuals according to their membership in such types. “If an ideal type refers to people,” explains Mises, “it implies that in some respect these men are valuing and acting in a uniform or similar way. When it refers to institutions, it implies that these institutions are products of uniform or similar ways of valuing and acting or that they influence valuing and acting in a uniform or similar way.”30
Our anticipations, based on an understanding of the past, and the construction of character and ideal types and the classification of individuals and groups into such types, are necessarily hypothetical, or rather, tentative predictions. In ascribing a certain character to an actor, we attempt to reduce the uncertainty surrounding his future behavior. We form a tentative judgment concerning more or less stable parts of his personality and predict that the future changes in his behavior, whatever they may be, will be changes in line with his character, i.e., changes which follow a general—predictable—pattern. Our prediction may turn out to be successful or not. We may have misclassified the actor(s). Or, contrary to our judgment, the actor(s) may change their very character; and indeed, over the course of time some character types may die out and new ones may emerge, requiring the development of a different and changing system of classification. Or our character constructs may turn out too abstract or too specific; that is, even though they may yield correct predictions, we may find, in retrospect, that what they predict is of lesser importance than anticipated. The prediction may turn out to say too little of much importance, or too much of little importance, requiring further typological revisions. Moreover, whether we evaluate our predictions as successful or not, the meaning of success and failure is necessarily ambiguous. In the natural sciences, success means that so far your hypothesis has not been falsified; apply it again; and failure means that your hypothesis as it stands is wrong; change it. In our dealings with our fellow men, the implications are not, and never can be, as clear-cut. Maybe our prediction was wrong because some people, as can happen sometimes, acted out of character—in this case we would want to use our hypothesis again even though it had been apparently falsified. Or maybe our prediction was successful, but the individual in question has meanwhile undergone a change in his character—in this case we would not want to use our hypothesis again even though it had just been seemingly confirmed. Or maybe the actor in question knew our prediction and deliberately acted so as to confirm or falsify our hypothesis, in which case we might or might not want to change our future prediction. Every success and every failure, then, bears only inconclusive results and necessitates another tentative judgment, a new and updated understanding of the actors concerned and a renewed assessment of their characters in light of their most recent actions, and so on. Thus, in contrast to the situation in the natural sciences, where success and failure have an unambiguous meaning, where we are allowed to conclude that what was false in the past will also be so in the future and what worked once will likely work again, and where we may thus successively acquire a growing stock of knowledge, in dealing with the problem of anticipating our fellow men’s actions, we can never rest on our past laurels but must always start again fresh and judge the applicability of our past knowledge anew, we can never possess a stock of knowledge that we may blindly rely upon in the future.
Nothing in this—Mises’s—view regarding the nature of human history, past and future, is likely to strike anyone as new or revolutionary. Indeed, if it were not for the fact of the very different positivistic view of the matter, it would appear almost trivial and a self-evident truism. As Mises notes, “the methods of scientific inquiry [in the social sciences] are categorically not different from the procedures applied by everybody in his daily mundane comportment. They are merely more refined and as far as possible purified of inconsistencies and contradictions. Understanding is not a method of procedure peculiar only to historians. It is practiced by infants as soon as they outgrow the merely vegetative stage of their first days and weeks. There is not conscious response of man to any stimuli that is not direct by understanding.31 It is not entirely surprising, then, that Lachmann, too, while his methodological considerations (in distinct contrast to Mises’s) are largely unsystematic and marred by an abundance of metaphorical expression and a lack of analytical rigor, should at times appear to be in essential agreement with this commonsensical view as embraced by Mises. Lachmann, too, makes frequent reference to understanding, ideal types, and institutions.32 Yet despite such apparent similarities, Mises and Lachmann reach completely different conclusions as regards the nature of human—entrepreneurial—uncertainty. Whereas for Mises the result of the method of understanding is moderate uncertainty, for Lachmann it is radical uncertainty. How is this to be explained?
In putting the best possible—because it is the most consistent—face on Lachmann, the disagreement between his and Mises’s position may be said to boil down to one regarding a contingent—empirical—fact. There is agreement on the method to be employed; there is disagreement only on how successful this method actually is—remarkably so and most of the time, as Mises would contend, or insignificantly and only occasionally so, as would Lachmann. Instead of disagreeing on principle, on methodology, they only disagree on a matter of fact: whether the social world is, in fact, kaleidic or not. But what of the facts, then? Although the empirical question of whether we inhabit a kaleidic world or not may appear to be of rather minor importance, given the fact that we must deal with it in any case and we have nothing but understanding available to us to do so, and although questions of this nature may easily degenerate into idle semantic quibbles such as whether a glass of water is half empty or half full, empirical questions—disagreements on matters of fact—are accessible to empirical research and can, in principle, be decided upon based on the observation of the facts. In the bright light of empirical facts, however, Lachmann’s theory of radical uncertainty fares no better than in the pale light of logic.
So as to generate a radically-uncertain world of kaleidic change, Lachmann must assume, as a matter of empirical fact, that individual actors do not possess any such thing as a character. Understanding, as has been explained, is always understanding of past actions. In order to be able to successfully predict future actions based on an understanding of past actions, it is necessary that one assume that the past and the future are somehow related—not in the sense that the past would determine the future, but rather in the sense that the past values and know-how of an individual (which determined his past actions) shape and constrain his future values and know-how (which determine his future actions). Indeed, if this were not assumed to be the case and an individual’s past values and actions were viewed as completely unrelated to his future values and actions, the study of history would be entirely useless. We only study an individual’s past because we believe that this knowledge is valuable in helping us anticipate something regarding his future conduct. Without this belief, the study of history must be regarded as a sheer waste of time. In Mises’s view, the link connecting an individual’s past with his future and the empirical reason for our concern for the study of history is the existence of individual characters and personalities. It is the existence of a person’s character, changing though it may be over the course of time, that assures the continuity of change: patterned social change instead of kaleidic flux. Accordingly, only if individual actors were assumed to be completely-disjointed personalities, such that my actions tomorrow were always entirely unrelated and unaffected by my actions today or yesterday, could Lachmann’s scenario of radical uncertainty ever become reality. While this would indeed be a nightmare if it ever existed, it can safely be said that it has no resemblance whatsoever either to us or to the world we inhabit. Indeed, it is difficult to imagine how a world of disjointed personalities could be reconciled even with human biology. Solely on account of our physical bodily nature—which is a contingent fact, but as long as we are alive a relatively stable contingency—we cannot possibly be quite like Lachmann thinks we are, or else we would quickly die out.
As a matter of fact, actors, from the earliest stages of infancy on, display a personal character, they possess a personal identity and conceive of their past and future as forming a whole: their personal life history. We do not start building a house today and then, tomorrow, without any special reason, do something entirely unrelated. Rather, our past actions influence, circumscribe, and constrain our future actions. We do not always begin from scratch, but most of the time we continue what was already begun and planned as a part of a lengthy sequence of actions. And even if we abandon one such integrated plan, we typically adopt another one. Otherwise, if there were no such continuity in our actions, it would be impossible to explain one of the most striking features of human life—the existence and continued employment of a stock of capital goods. To produce a capital good is to begin something stretching into the future, and to employ an existing capital good is to continue something begun in the past. If the future were indeed unrelated to the past, it should be expected that capital goods, insofar as they come into existence at all, will just as quickly be abandoned in the future as they may have been adopted in the past. However, while there exist some ruins of abandoned capital goods, most of yesterday’s capital goods are still employed today and tomorrow—which is empirical proof of the past’s continuing influence on the future. As the author of a book on capital, Lachmann of all people should have been able to recognize this, and this alone should have given him reason enough to discard his thesis of kaleidic change and radical uncertainty.
Moreover, equally difficult for Lachmann to explain would be another fundamental feature of human history—the existence of enduring differences among various individuals in their ability to forecast the future; that is, not only the fact that I may be better able to predict the actions of A, B, and C, while you may be better able to predict those of D, E, and F, but also the fact that you and I, confronted with one and the same group of individuals G, H, and J, may display lastingly-different forecasting abilities. From Mises’s view these facts pose no problem. Different individuals do not, and cannot possibly know (understand) everyone’s past equally well. They know different individuals differently well, and accordingly, their forecasting ability should be expected to be different dependent on whose actions need to be predicted. Likewise, assuming that different individuals are concerned with forecasting the actions of the same individual or group of individuals, it should be expected that there will be systematically—and hence enduringly—different success rates among these forecasters. For in Mises’s view, every prediction requires not only an understanding of the past but also a tentative judgment, influenced but not determined by the knowledge of the past, as to the underlying character structure of the individual actors concerned. As an essentially cognitive task involving different and complex intellectual operations, nothing should be less surprising than the fact that different individuals, with strikingly-different talents in all other areas of intellectual endeavor, will also perform differently when it comes to predicting their fellow men. However, if an individual’s past and future were indeed unrelated, as Lachmann believes is the case, then everyone should be expected to predict everyone else’s behavior equally well (or badly). A person with an understanding of an individual’s past actions should not be able to predict his future actions any more successfully than someone else not so acquainted with the individual in question. Because the past is unconnected to the future, not knowing it cannot make a difference in our forecasting abilities. And since without our knowledge of past actions there is nothing left to go on to form a character judgment, we are all equally ignorant and without a rudder; hence, there also should be no lasting difference in our rate of success or failure. Successes and failures should be expected to be randomly distributed among actors and personal fortunes to dissipate as quickly as they are found.
It is almost needless to say that none of this fits historical reality. Based on my long understanding of my wife, for instance, I can anticipate her actions and reactions in almost all foreseeable circumstances; and vice versa, she can predict me almost to perfection. There are few if any surprises, and probably no one else could predict us better than we can predict each other. Likewise, I can predict, with great precision and better than almost everybody else, the behavior of my children, while they have (still) considerably more difficulty understanding me and my character. Similarly, I can anticipate better than almost anybody else the actions and reactions of many of my family and friends under a great variety of circumstances, and they, knowing me, can successfully predict many or even most of my reactions. There is nothing radical or kaleidic about the uncertainty involved. As well, I know quite a bit about the history of men and women, Germans, Austrians, Turks, Americans, Italians, Mexicans, Protestants, Catholics, Jews, Blacks, Asians, university professors, politicians, businessmen, private and public employees, and so on, and in many respects I can predict the behavior of the members of these groups very successfully, and certainly more successfully than the average person. Moreover, as far as predictions about the behavior of one and the same (group of) individual(s) by different predictors are concerned, even if all predictors have equal access to the record of past events and can base their prediction on an understanding of this past, they are most definitely not equally successful in their predictions. Most importantly, in the narrower field of capitalist-entrepreneurship, where forecasters must estimate their present and current production costs and form a judgment regarding future consumer demand in order to successfully complete an anticipated exchange of present money against future money, and where there exists a set of objective criteria for success—profit and loss, continued operation and bankruptcy, and growth, stagnation, or decline of capital values—the degree of success among different individuals is strikingly different. While many of those who try fail and drop from the rank of a capitalist-entrepreneur to become involved in less risky and intellectually-demanding tasks, many others succeed to stay in business year after year, and some have succeeded in accumulating great fortunes during their life, and even to bring up heirs capable of preserving or enhancing their fortune beyond their own lifetime. This empirical fact, too, stands in open contradiction to the idea of kaleidic change and rather confirms the great cognitive value of the method of understanding (even more so in light of the fact that the superior predictive capability of the capitalist-entrepreneurs simultaneously reduces the uncertainty facing all of their employees by providing them with a present income even if they themselves could not have correctly anticipated the future demand for their own line of work).
Certainly all of this—the predictive power of the method of understanding as manifested in the empirical facts of capital formation and maintenance, of successful everyday-life entrepreneurship (forecasting of family, friends, colleagues, and acquaintances), and of enduring business successes—in conjunction with the apodictic certitude provided by praxeology and the wide-ranging practical certainty afforded by technology and insurance should be more than sufficient to dispel all talk about radical uncertainty and kaleidic social change as either contradictory and meaningless or patently false.
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The Pareto Rule and Welfare Economics
Jeffrey M. Herbener
It is [my] contention . . . that the wake for all welfare economics is premature, and that welfare economics can be reconstructed with the aid of the concept of demonstrated preference. This reconstruction, however, will have no resemblance to either of the “old” or “new” edifices that preceded it. In fact . . . our proposed resurrection of the patient may be considered by many as more unfortunate than his demise.1
When Murray N. Rothbard published his seminal article, “Toward a Reconstruction of Utility and Welfare Economics,” these were bold words indeed, considering the disarray into which welfare economics had fallen by 1956.2 The Old Welfare economics had crashed to the ground decades before when Lionel Robbins, building on the subjective-value foundation laid by Ludwig von Mises, demonstrated that its underpinning—interpersonal utility comparisons—was an impossibility.3 Being subjective, utility has no cardinal index and, thus, no common cardinal units could possibly exist for the purpose of comparing the utility of different individuals. Since individual ordinal rankings of utility cannot be compared, the argument advanced by Pigouvian welfare theorists, that redistribution of wealth from the rich to the poor would increase social welfare because of diminishing marginal utility of money, fails. To the chagrin of advocates of Old Welfare redistributionist policies, economists conceded that the subjective nature of utility renders cardinal measurement, a necessary requisite of interpersonal utility comparisons, impossible.4 Moreover, they admitted that advocates of such policies were not value-free economists but ethicists advancing their own, usually egalitarian, ethical biases.5
Paul Samuelson, a major architect of New Welfare economics, characterized the egalitarian desire typical of Old Welfare economists to equalize income as “a fetish or shibboleth, albeit a useful one, in that the means becomes the end, and the letter of the law takes precedence over the spirit.” According to him, egalitarianism fails because “it is easy to show that the rule of equality of income . . . applied to individuals of different tastes . . . is actually inconsistent with any determinate, definite [social welfare] function”; a statement more revealing of the importance he placed on his social-welfare construct than of the genuine deficiencies of egalitarianism.6 He also rejected Old Welfare economics for making the “essentially unnecessary assumption” that the social welfare function to be maximized was “the sum of the cardinal utilities experienced by each individual.”7
Yet, Samuelson’s cavalier attitude toward the demise of cardinal utility and consequent acceptance of ordinal utility did not result in a simple and quick solution to the problem of explaining the relationship between ordinal utility and the cardinal magnitudes in the social welfare function to be maximized. New Welfare economists struggled in vain for several decades to show how ordinal ranks relate to cardinal numbers and were useful for welfare analysis. One by one, they began to admit defeat and surrendered to the impossibility of interpersonal utility comparisons of ordinally-ranked utility.
Had they not been wedded to their mathematical formulations, perhaps they could have accepted the solution given by Mises. From his development of the concept of ordinal marginal utility in 1912 Mises went on to explain how ordinal utility can be the basis for socially-meaningful cardinal comparisons of value.8 Money is a common denominator in which ordinal preferences can be expressed, by exchanges of private property for and against money, resulting in cardinal numbers, namely, money prices, which are in the same units, namely dollars, for all goods and factors traded on the market. The price for the existing stock of each consumer good reflects, but is not and cannot be equal to, the subjective value of its marginal unit, i.e., the unit with the least subjective value. The price for each factor is imputed to it by entrepreneurial demands to rent the factor, according to the objective value of the amount of the consumer good the factor produces at the margin, i.e., its marginal value product. This price will also reflect the subjective opportunity cost factor owners place on the marginal unit of the factor, including renting the factor into other production processes.9
As Mises showed, by transforming the ordinal preference ranks of different individuals, which are impossible to compare, into a quantity of common, cardinal units, the monetary, private property, market system provides the basis for economic calculation. Entrepreneurs use money prices to make calculations of profit and loss, and in so doing compare, in objective value, different factors of production against each other and one set of factors against others in producing each consumer good and each factor or set of factors in producing different consumer goods. That money prices, only possible in a monetary, private property market system, provide a common cardinal unit in which different factors can be compared in social value is an essential part of Mises’s economic calculation argument.10 Moreover, entrepreneurial calculations of profit allow for cardinal comparisons of the social value of the consumer good produced (the total revenue generated by consumer purchases) with the social value of factors used (the total cost generated by entrepreneurial purchases). Any time an entrepreneur earns profit, social wealth increases; any time he suffers a loss, social wealth decreases. It is within this general economic framework that Professor Rothbard developed Austrian welfare economics.11
By showing that the voluntary exchanges of private property using money transform ordinal ranks into cardinal numbers reflective of those ranks, Mises solved the theoretical problem that welfare theorists, both Old and New, would attempt, within their neoclassical framework, to solve in vain.12
Old Welfare theorists, such as Alfred Marshall, approached this problem in a superficially similar, but entirely unsatisfactory, manner. His consumer-surplus approach implicitly assumes that the marginal utility of a good equals a sum of money.13 Thus, cardinal utility enters by the back door, the common cardinal unit for utility being a dollar. Writing of a consumer purchase, Marshall says, “the economic measure of . . . the satisfaction which he gets from its purchase” is “the excess of the price which he would be willing to pay rather than go without the thing, over that which he actually does pay.”14 Defining producer surplus in an analogous way (the excess of the price he receives over that which he would be willing to accept rather than forego the sale) allows one to add the money sums of consumer and producer surpluses, treating the aggregate, total surplus, as a measure of total utility. The total utility from the production and exchange of different goods can then be compared and policy directed toward the maximization of total surplus.
In addition to assuming cardinal utility this analysis makes the illegitimate assumption that the marginal utility of a dollar to everyone is the same since each dollar added into total surplus counts as one. It would seem, however, that if these objectionable features could be expunged, the analysis could be saved.15
Such a purification provides the theoretical justification for cost-benefit analysis. There is no need to assume anything about cardinal utility, proponents of this approach argue, if government officials can use the market in the same way that entrepreneurs do—as the basis for calculation of profit. When contemplating a government intervention, they can use existing market prices to project anticipated benefits and costs in sums of money. If the project renders net benefits then intervene, if not, social wealth would be greater without the intervention.
Cost-benefit analysis does not fail as a social-welfare technique for lack of a method for assessing the subject value of individuals in cardinal terms. It circumvents that problem by relying on the same market procedure that entrepreneurs do. Its fundamental error is in equating the appraisal that can be performed only by entrepreneurs in economic calculation with the superficially similar “paper” calculations made by government officials. Genuine appraisal of social values requires entrepreneurs to put their own wealth at risk in the process of production and exchange. Without this, there is no connection between existing market prices and the expectations of future prices upon which profit and loss will hinge. Government officials can only “play” market and, thus, cannot make genuine appraisals.16
Mises made this point in rebutting economists, in particular those following the approach of Enrico Barone, Oscar Lange, and Abba Lerner, who used the neoclassical apparatus of general equilibrium in attempted refutations of his economic calculation argument against socialism.17 Barone and Lerner are cited as important forerunners of the New Welfare economics by its major architects, Abram Bergson and Paul Samuelson. Bergson’s seminal article is dedicated to presenting “the value judgments required for the derivation of the conditions of maximum economic welfare which have been advanced in the studies of . . . Pareto and Barone, and Mr. Lerner.”18 Samuelson calls Barone’s article on optimizing social welfare “masterly,” claiming that “it is a tribute to this work that a third of a century after it was written there is no better statement of the problem in the English language.” Of Lerner, Samuelson says, “[He] developed the Paretian conditions which show that the marginal equivalences realized by perfect competition lead to an optimum of production and exchange.”19 Since the New Welfare economics emerged from the debate about economic calculation, it is not surprising to find Mises’s arguments demonstrating the impossibility of economic calculation in socialism useful also in rebutting the New Welfare economics; nor is it surprising to find proponents of the New Welfare economics dedicated to demonstrating that the free market fails to maximize social welfare.20
It was left to Rothbard to reconstruct welfare economics upon Mises’s foundation or, rather, within Misesian general economic theory. The crucial concept in that reconstruction is demonstrated preference, that, as he says, “a man’s preferences . . . are deducible from what he has chosen in action.”21 That demonstrated preference is the operative concept in value-free, welfare economics is implied by the subjective nature of value. Because the value a person places on alternative ends is an intensive mental state, another person can say nothing about it unless it is revealed in action.22 Moreover, modern price theories, both Austrian and neoclassical, presuppose demonstrated preference. In both theories, price is determined by the actions of buying and selling that are prompted by subjective evaluations. The imaginary constructs of consumer surplus (from Old Welfare economics) and general equilibrium (from New Welfare economics) are built from the assumption of demonstrated preference. Thus, when adherents of Old or New Welfare economics discuss improving or maximizing social welfare, they are not referring to more general concepts of social “well-being.” To be value-free, this is a necessary restriction on welfare economics. It is no defect of Austrian Welfare economics that it fails to encompass a broader concept of social “well-being.” Value-free economic theory cannot do so.23
Acceptance of the subjective nature of value required economists to reject cardinal utility in favor of ordinal utility. The inability to make cardinal comparisons of the gain in utility to some with the loss in utility to others from a social interaction, in turn, forced them to “reintroduce Pareto’s Unanimity Rule into economics, and establish it as the iron gate where welfare economics must test its credentials,” as Rothbard puts it.24 To increase social welfare, according to the Rule, a social interaction must benefit at least one person while harming no one. If so, the post-interaction state is called Pareto Superior to the pre-interaction state. Pareto Optimality exists when all Pareto-Superior changes have been exhausted.25 Forced to accept the Pareto Rule and demonstrated preference, it would seem that economists could make pronouncements about the social welfare of voluntary exchanges, which necessarily demonstrably benefit each participant while doing no demonstrable harm to non-participants, but not involuntary exchanges (such as government intervention), which necessarily benefit some and harm others. Only a social system of unanimous consent can generate the greatest benefit for society; the free market is the “economic” component of such a social system.26
Non-socialist advocates of the New Welfare economics, far from being predisposed to provide a welfare justification for the free market, were anxious to demonstrate the welfare superiority of interventionism.27 Thus, they set themselves to circumventing this stricture of the Pareto Rule. Two approaches were attempted: trivialize the Rule by subsuming it into a general equilibrium framework and transcend the Rule with the compensation principle. The first attempt led to the development of the social welfare function and the concept of market failure, the second to the concept of potential compensation and political rules for defining consent.
Bergson pioneered the social welfare function approach.28 This technique trivializes the Pareto Rule by making it the criterion of attaining the set of optimal conditions for maximizing the social welfare function. The social welfare function approach uses the Pareto Optimality interpretation of the Pareto Rule, demonstrating that the Rule merely describes the static, end-state condition necessary, but not sufficient, for maximum welfare. As such it provides no barrier at all to advocacy of government intervention to increase social welfare by redistributing income and correcting for market failure.
There are three optimum conditions derived using the Pareto Rule in this way.29 The Exchange Optimum requires every individual to consume so that the Marginal Rate of Substitution (MRS) for each pair of goods, which is equal to the ratio of the goods’ marginal utilities, be equal. If violated, then goods can be exchanged between individuals moving at least one to a higher indifference curve without moving anyone else to a lower indifference curve. The Factor Use Optimum requires each good to be produced so that the Marginal Rate of Technical Substitution (MRTS) for each pair of factors, which is equal to the ratio of the factors’ marginal products, be equal. If not, factors could be rearranged to produce more of at least one good without reducing the production of any other good. The Production Optimum requires each good to be produced so that the Marginal Rate of Transformation (MRT) between each pair of goods be equal to the corresponding MRS. If unequal, production of the high-cost good could be reduced and that of the low-cost good increased; thereby moving at least one person to a higher indifference curve without moving any other to a lower indifference curve.
Achieving the Production Optimum ensures production along society’s Production Possibilities Frontier (PPF), where any increase in production of one good necessarily reduces the production of another good. There are an infinite number of production combinations along the PPF. For each point on the PPF, the goods produced can be divided among individuals in an infinite variety of ways, each of which is Pareto optimal, i.e., no one can increase his utility without reducing the utility of someone else. Only one such consumption combination, however, has a MRS in consumption equal to the MRT in production. Thus, each of the infinite number of Pareto optimal production combinations along the PPF renders one Pareto optimal consumption combination. A Utility Possibility Frontier (UPF) can then be constructed showing the utility each individual acquires from each Pareto optimal consumption combination: along the UPF, any change in production or consumption that increases one person’s utility must decrease another person’s utility. To select the social-welfare maximum combination, a social welfare function having all the properties of an individual’s utility function, e.g., smooth, continuous, convex indifference curves, is constructed. The socially-optimal point on the UPF is the one corresponding to the highest social-welfare indifference curve.
It would seem that a social welfare function, so constructed, must of necessity compare the utility of one person with that of another, which is precisely what the stricture laid down by the impossibility of interpersonal comparisons of utility prohibits. If so, the efforts of New Welfare economists to provide a complete, value-free, social welfare theory were in vain. Its proponents struggled mightily to avoid this conclusion. Samuelson made the most notable attempt by formulating a version of New Welfare economics based on his own interpretation of ordinal utility in which he followed Bergson.30 But the lack of a cardinal index for utility by which interpersonal utility comparisons could be made, which he treats in a cavalier fashion in criticizing the Old Welfare economics, brought up short his attempts.
Samuelson postulates a social welfare function dependent upon the welfare each individual obtains from the amounts of all goods and services he receives. He then asserts that such a social welfare function is “only ordinally determinable” but can be subject to all mathematical operations (e.g., aggregation of individual utilities and differentiation) by assigning arbitrary cardinal numbers to each ordinal rank.31
The construction of Samuelson’s social welfare function is illegitimate. To be an ordinal function consisting of ordinal utility ranks of individuals, the social welfare function must make interpersonal comparisons of utility in every case where one person’s utility rank increases while another’s decreases. Its existence presupposes interpersonal comparisons of utility. This problem is not circumvented by asserting that the social welfare function has a reduced form that depends only on the amount of each good going to each individual. Then the social welfare function must either compare the utility of different individuals for different distributions of income or it must ignore the utility of individuals and impose upon them the preferences of a dictator.32
Moreover, Samuelson’s construction of the social welfare function on the analogy of the standard treatment of individual utility as an indifference map fails on the crucial point. He is in error when he claims that the problem of interpersonal utility comparisons can be circumvented by a social welfare function that “need only be ordinally defined” and then having done so assign to each social indifference curve an arbitrary cardinal number.33 The possibility of circumventing the problem of interpersonal utility comparisons in the construction of an individual’s utility map by building with ordinal ranks alone and then assigning cardinal numbers to each indifference curve exists only because the items being subjectively evaluated by the individual are goods (the dimensions of the graph are the amounts of the different goods). The individual must be able to compare his own utility for different combinations of goods. But the social welfare function must be able to compare the utility of different individuals (the dimensions of the graph are the utilities of different individuals) in order to construct the social indifference curves. To construct social indifference curves, one must presuppose cardinal utility and infinitesimal units of cardinal utility.
Additionally, whether individual or social, indifference curves either imply cardinal utility or forbid utility functions. Drawing a set of indifference curves with cardinal numbers assigned to them is mathematically equivalent to having a differentiable utility function. But any function that can be differentiated must be defined cardinally. One cannot differentiate a function of ordinal rankings. Thus, drawing a set of indifference curves without assigning cardinal numbers to them forbids a corresponding utility function. It is precisely the absence of such cardinal numbers that gives indifference curve analysis the appearance of being consistent with ordinal utility. That Samuelson knows this point full well is revealed by his attempt to claim the efficacy of arbitrary assignment of cardinal numbers instead of stating that cardinal numbers are simply not necessary for his theory. It does no good to claim to replace cardinal marginal utility with ordinal marginal rates of substitution if the analytic devise to do so, i.e., the utility function, mathematically implies the equivalence of the marginal rate of substitution of one good for another with the ratio of their marginal utilities. Yet, this is precisely what any utility function, individual or social, does. In the hands of its practitioners, indifference curve analysis is not a means of expunging cardinal utility from economic theory; it is a way of disguising its use.
The comment of Joseph Schumpeter on the measurability of utility, that “there is in fact no compelling necessity of insisting upon measurability so long as we are interested only in a maximum problem: there are means of telling whether or not we are on the top of a hill without measuring the elevation of the place where we stand,” illustrates the fundamental misunderstanding of the problem posed to the social welfare function by ordinal utility.34 If utility is ordinal, there is no hill; to construct the hill one must assume cardinal utility and a social welfare function that is continuous and differentiable. What would a “hill” of ordinal ranks look like? The reason the assertion works for a real hill is that it is continuous and differentiable; therefore it is possible to assign cardinal numbers, which one could plausibly maintain are arbitrary since there is no absolute unit of altitude, to the various elevations on the hill. While one could construct a “stair-step” from ordinal ranks of an individual from which one could plausibly find a maximum position, i.e., a highest rank, to do so for a social welfare function presupposes interpersonal utility comparisons.
Samuelson clearly understood that an ordinal social welfare function was useless within his mathematical framework since without cardinal numbers it could not be maximized in the standard calculus manner. Furthermore, he implied that his method of specifying arbitrary cardinal numbers to the social-welfare indifference curves both avoids assuming cardinal utility and renders a useful social welfare function. This claim, however, is patently false. Any set of indifference curves, either for individuals or society, with cardinal numbers arbitrarily assigned to them, implies cardinal utility. As they emanate from the origin of the diagram, the numbers must increase in magnitude to reflect the fact the curves farther from the origin are preferred to those closer to it because, by assumption, more goods are preferred to less. But the very assignment of cardinal numbers means that the differences in ordinal rank between combinations of goods are cardinally measurable. For example, if an individual’s indifference curve with 2 units of X and 3 units of Y is assigned the number 12 and his indifference curve with 2 units of X and 4 units of Y has the number 15, the difference in rank is 3. The extra utility of having the fourth unit of Y is 3, i.e., its marginal utility is cardinal.
Thus, despite his thinly-veiled hostility toward “Robbins’s dicta concerning the inadmissibility of welfare economics,” his solution is a mathematically-dressed up version of the one posed by Robbins himself.35 Although Robbins denied that cardinal numbers are thereby implied, he did assert that one can assess the differences in ordinal rankings, a condition which is “accepted doctrine” as a requisite for measurement of the preference rank. As Rothbard makes clear, the preference rank can only be revealed in action; “only pure rankings are revealed by acts of choice” while “differences in rank are not so revealed and are therefore . . . irrelevant to economics.”36
Furthermore, if differences in rank cannot be demonstrated in action, neither can “indifference.” Instead, both indifference and intensity of preference are psychological concepts and, thus, using them in utility analysis is impermissible.37 While this argument is widely accepted for “differences in rank,” it is widely rejected for indifference. Yet, if preference can only be demonstrated in action, economic theory can say nothing about either differences in rank or indifference.38
Finally, to construct indifference curves one must presuppose infinitesimal units: for individual indifference curves, units of the goods; for social indifference curves, units of the utility of individuals. Yet, human action cannot be predicated upon infinitesimal differences. Such differences are imperceptible so a person could not establish a preference between the imperceptibly-different options; thus, he could not demonstrate a preference by action on the basis of the imperceptible difference.39 Demonstrated preference precludes the existence of smooth, continuous utility functions and the use of calculus in utility and welfare economics.
It was not these criticisms, made by Rothbard, that convinced New Welfare economists to surrender their attempts, but the demonstration by Kenneth Arrow that, given reasonable preconditions, it is impossible to construct a consistent social welfare function.40 This demonstration destroyed the previous work of Tibor Scitovszky in constructing social indifference curves by proving that they intersect, i.e., they have intransitive preferences.41 In his response, Samuelson failed to grasp the destructive power of Arrow’s theorem. Samuelson used the analogy of family welfare to explain how the social welfare function evaluates the utility of different individuals in a consistent way.42 Assuming that society consists of at least two members, each one has utility dependent on the consumption of his own set of goods which is independent of the consumption of other members. The “ethical worth” of each person’s consumption is accounted for by a social welfare function that constrains society to act “as if it were maximizing their [sic] welfare function.” The constraint is the distribution of social income across all members which must be distributed by “lump-sum transfers . . . that ensure ending up with equal social marginal utilities.”43
While these conditions do result in a consistent social welfare function, they still fail to circumvent Arrow’s theorem. Arrow did not contend that it was impossible to construct a consistent social welfare function, but that if it was consistent it would violate at least one of his “reasonable” preconditions, as Samuelson’s function did. Samuelson’s exercise was in vain.44 Social welfare theory of the New Welfare economics, therefore, lay in ruin by the mid-1950s.45
The market-failure approach has had a much longer and more pernicious life. It takes note of the fact that actual market systems never achieve perfectly-competitive, general equilibrium; and thus, they are never Pareto Optimal, let alone at the bliss point of social-welfare maximization. Thus, various types and degrees of government intervention can be justified as movements toward Pareto Optimality, i.e., increases in social welfare.
Given certain preconditions, a perfectly-competitive market system can be shown to achieve a point on the Utility Possibilities Frontier, i.e., it satisfies all three Pareto Optimality conditions. If consumers maximize utility, they will purchase each pair of goods so that its MRS is equal to its corresponding ratio of prices. Under perfect competition, prices for all goods, and therefore price ratios for all pairs of goods, are the same for all consumers. By equating his MRS to the common price ratio, each consumer (unwittingly) equates his MRS to that of every other consumer, satisfying the Pareto Optimal condition for consumption. If producers maximize profit, they will hire factors so that the MRTS between any two equals the corresponding price ratio between them. Perfect competition ensures that all producers face the same prices for all factors; thus, their maximizing behavior leads to the satisfaction of the Pareto Optimal condition for factor use. The Pareto Optimal production condition requires the MRT for each good to equal its MRS. Since, for each pair of goods the MRT is identical to the ratio of its marginal costs, perfect competition satisfies this condition because profit maximization occurs only when the price of each good equals its marginal cost.
Within this framework, the theory of market failure proceeds from the observation that real world market systems neither satisfy the preconditions for nor exhibit the outcomes of perfect competition. Consumers and producers pursue non-economic goals instead of maximizing utility and profit. Prices diverge from marginal costs because of “monopoly” elements. Real markets do not always equate the prices paid by different consumers for the same good. Costs born by private producers may not include all those born by society at large because of externalities.46
This approach turns the Pareto Rule on its head; instead of being a barrier to intervention, it guarantees high levels of government activity. Real world markets cannot be perfectly competitive; a perfectly-competitive situation assumes conditions that cannot be achieved in the real world.47 Demand curves in the real world always slope downward to the right, ensuring, within the neoclassical framework, that prices will always exceed their corresponding marginal costs. Thus, government can be kept busy intervening with anti-trust laws to make actual markets more like perfectly-competitive ones, regulation to force actual firms to act like perfectly-competitive ones, and taxes and subsidies to equate actual private costs to social costs.
These problems of market failure are chimeras—illusions created by the artificial construct of perfectly-competitive, general equilibrium.48 They pose no difficulty for Rothbard’s welfare theory because it is not constructed within such a framework. As he puts it, “the theorem of maximum social utility applies not to any type of ‘perfect’ or ‘pure’ competition, or even to ‘competition’ as against ‘monopoly.’ It applies simply to any voluntary exchange.”49 Moreover, general equilibrium is inconsistent with the principle of demonstrated preference upon which both the New Welfare and Austrian Welfare economics are built. Preference can only be demonstrated in actions taken by participants in actual exchanges given actual situations. Pareto Optimality or Efficiency as developed within the general-equilibrium framework fails to describe actual situations or allow for actual exchanges; in fact, action itself is inconsistent with general equilibrium. New Welfare economics utterly fails to provide a useful criterion of even the necessary condition of social welfare maximization.
Moreover, the use of a general-equilibrium method to define Pareto Optimality makes this technique unable to provide a framework for price determination, but the conditions of Pareto Optimality are defined in terms of perfectly-competitive, general-equilibrium prices. Demand and supply curves are actions based upon, and demonstrations of, people’s ordinal preferences, given the existing conditions under which the actions are taken. Since the conditions of actions in general equilibrium cannot exist in the real world, the prices of general equilibrium cannot exist either. Yet, the definition of efficiency, e.g., price must equal marginal cost (or the conditions of Pareto Optimality, e.g., price ratios must equal marginal cost ratios) are defined by these prices, i.e., in terms of the conditions of general equilibrium.
The existence of general equilibrium prices is inconsistent with the principle of demonstrated preference upon which any theory of price determination rests. It is impossible for a person to be in a situation of acting as described by general equilibrium; therefore, he cannot demonstrate a preference under such conditions, since preferences can only be demonstrated in actual situations and postulated about in conceptually-possible situations. Even if one accepts the existence of such prices, the market failures developed in this framework are fictitious since they compare two general-equilibrium states, both impossible to attain in the real world. When asserting market failure, New Welfare economists are not comparing an idealized, perfectly-competitive, general-equilibrium market system with an actual market system, they are comparing an idealized, perfectly-competitive, general-equilibrium market system with an idealized, imperfectly-competitive, general-equilibrium market system. That the latter is inferior to the former is wholly irrelevant to any actual market system and, thus, to genuine welfare theory.
In contrast, Austrian price theory has as its goal the explanation of actual market prices. It demonstrates that the actual price of the existing stock of each good is determined solely by the subjective value placed on it. Each individual acts in accordance with his preferences: buying to add to his stock, selling to diminish his stock, or holding to retain his stock. The price that exists at any moment in time results from these actions. These actual prices are unrelated to those of general equilibrium; but being real prices determined by real actions, they are based on demonstrated preferences and, thus, are relevant for welfare theory. This is the foundation of Mises’s demonstration of profit and loss as the correct objective test of social-wealth changes discussed above. Moreover, the voluntary exchanges by which actual prices are determined in real markets involve a set of Pareto-Superior moves as each participant demonstrates his preference by his action. Since nothing can be or need be said about the end-state of these interactions, Pareto Optimality, as an end-state condition, is irrelevant to Austrian welfare theory.
Rothbard recognized that by rejecting the neoclassical penchant for analyzing the real world solely with the imaginary construct of general equilibrium, one must dispense with the use of the Pareto-Optimal version of the Pareto Rule as well, since it is a “static,” end-state principle. To reconstruct welfare economics, it must be made consistent with Austrian general economic theories of real markets. Doing so requires using the Pareto-Superior version of the Pareto Rule, which is a “dynamic,” step-by-step principle. As he says, “Since we cannot discover people’s utilities over time . . . the free market at any time will maximize social utility. . . .Thus, in Period 1 the free market will maximize social utility. Then, suppose some producers voluntarily form a cartel in an industry. This cartel makes its exchanges in Period 2. Social utility is again maximized, for again no one’s exchanges are being altered by coercion.”50
Proponents of the New Welfare economics attempted a superficially similar but fundamentally flawed approach to integrating the Pareto-Superior criterion into the general-equilibrium framework. The Kaldor—Hicks compensation principle attempts to circumvent the static, end-state character of the Bergson—Samuelson framework by employing a Pareto-Superior version of the Pareto Rule to judge movements toward the satisfaction of the optimal conditions. Yet it debases the Rule in a more damaging way than Bergson and Samuelson did by formulating it in potential terms, i.e., a change is Pareto Superior if those who gain benefit enough so that they could compensate those who lose in such a way that no one is worse off.
Nicholas Kaldor demonstrates the ability of the compensation principle to transcend the stricture of the Pareto Rule using the example of repeal of the corn laws in nineteenth-century England. Because this policy would increase the real income of society, though reducing that of landlords, the economist has made his case for it, he claims, “since in all such cases it is possible to make everybody better off than before, or at any rate to make some people better off without making anybody worse off.”51 As Rothbard points out, this argument suffers from a grave defect.52 By transcending the Pareto Rule (some can be worse off after a change and yet the change increases social welfare), it contradicts the very foundation of all welfare theory: social welfare must be based on the welfare of individuals that make up society, which can only be demonstrated in action. Unless the compensation is actually made, it is impossible to tell from the fact that real income has risen whether or not the reduction in utility of those who lose can be more than offset by monetary compensation. Thus, potential compensation does not eliminate interpersonal utility comparisons; it merely camouflages them in money terms. The Pareto Rule cannot be transcended with a social-welfare calculation that strictly adheres to individual, ordinal utility.
Moreover, the compensation principle, being an extension of the Bergson—Samuelson approach, suffers from the defects of general equilibrium. It is impossible to pronounce on the economic consequences, including welfare, of changing from one actual social state to another with the apparatus of general equilibrium, since neither state can be compared to general equilibrium. One cannot tell which actual social state is closer to general equilibrium. One must first develop an economic theory of actual markets that can establish criteria for comparing actual social states; only then is it possible to build a useful welfare theory.53 One must first develop an economic theory of actual markets; from it, a theory of the determination of actual prices can be built, and criteria for comparing the social welfare of actual social states can be developed.
Finally, the Kaldor—Hicks argument fails as a value-free justification for government intervention, even if one accepts the dubious concept of potential compensation, since it misconstrues the nature of free-market exchange and government intervention and, by so doing, establishes the status quo as the appropriate benchmark for judging social change.54 In fact, Kaldor invented the compensation principle in response to an error of Robbins, who said, “the statement that social wealth was increased [by free trade] itself involved an arbitrary element—that the proposition should run, if equal capacity for satisfaction on the part of the economic subjects be assumed, then social wealth can be said to be increased. Objective analysis of the effects of the repeal of duties only showed that consumers gained and landlords lost. That such an arbitrary element was involved was plain.”55
The error in this assertion is defining consumer gain and landlord loss in terms of the previous state of affairs, i.e., the status quo, which is no longer a social alternative. Each time the duty was levied on exporters of grain, they had their utility demonstrably reduced. Given this state of affairs, they entered into contracts to purchase grain, demonstrably benefiting themselves and the farmers who sold to them. They, and other retailers, entered into contracts with consumers, demonstrably benefiting all participants. Landlords, and other factor owners, entered into mutually-beneficial rental contracts with farmers. In each of these contracts, the prices agreed to by both parties were mutually beneficial. When the duty was no longer levied on exporters, then the demonstrable harm no longer existed. This new state of affairs led to new contracts among the various groups at new prices, lower for grain and land. Acceptance of these new contracts, however, demonstrated the preferences of all parties; they all gain. Only from a fundamental misconception of the nature of voluntary exchange or demonstrated preference could one conclude that landlords lose when they agree to the terms of the new contract. Each party to a voluntary exchange demonstrates that he prefers its terms to whatever alternative actually exists at that point in time. On demonstrated-preference grounds, one cannot tell if the landlords lose in comparing the terms of the new contract with those of the old contract, because no one in the market is now offering the old terms. The old higher price is not a social option and, thus, landlords cannot demonstrate a preference for it once the new terms are offered. The genuine alternatives are only those being offered given the new social situation, the old (status quo) situation is now irrelevant. Comparisons of the ordinal rank an individual places on an alternative at one point in time with the ordinal rank he places on a different alternative at a different point in time are impossible. Since an individual cannot demonstrate a preference between them, such judgments involve illegitimate inter-temporal comparisons of utility.56
The logic of Kaldor’s compensation-principle solution to Robbins’s error was worked out fully by J.R. Hicks.57 After replicating the Pareto-Optimality conditions of the New Welfare economics, discussed above in somewhat different form, he applies the analysis “as a means of criticizing or testing the efficiency of production by private enterprise,” by asserting that, “under private enterprise, any ordinary change in economic policy involves a change in the price-system, and any change in prices benefits those on one side of the market, and damages those on the other. Thus no simple economic reform can be a permitted reorganization in our sense, because it always inflicts a loss of some sort upon some people.” In other words, Hicks asserts that market activity itself, and not just the removal of government intervention, creates losses for some participants whenever such activity has effects on prices, i.e., as long as the economy is not in a general equilibrium.58 While this would seem to prevent welfare analysis of almost all market activity, Hicks claims that “this does not prevent us from applying our [social welfare] criteria to the case of private enterprise, because we can always suppose that special measures are taken through the public revenue to compensate those people who are damaged.”59
By transcending the Pareto Rule and following the compensation principle to its logical end, Hicks winds up in absurdity. Voluntary exchange, instead of being mutually beneficial, “inflicts a loss of some sort upon some people.” Yet, social-welfare judgments of “private enterprise” are still possible because “we can suppose” that losers in exchange are compensated “through the public revenue.” But what kind of private-enterprise system is it that requires, for a demonstration of welfare enhancement, an all-encompassing government program of income distribution? If Hicks means that the compensation is only potential, and must not actually take place, then why is it necessary to suppose “special measures are taken” to compensate losers? And if he means that the compensation is only potential but the gain to winners exceeds the loss to losers because enough additional income is generated by the change to compensate all losers so that everyone is better off, then he is confusing income with utility and making assertions about preferences apart from people’s actions.
Instead of correcting the deficiencies of the New Welfare economics, the compensation principle adds to them. Every actual market activity, not identical to the status quo, is a priori suspect on welfare grounds, since one can identify “losers” according to the compensation-principle. Thus, a vast new field is available for government intervention, especially in the form of income distribution. Ignoring these new possibilities, Hicks examines the situations of market failure within his framework, finding them to be the same as those of the social welfare function approach. He then concludes in the same way that economists of the social welfare function variety do: economic theory can delineate the conditions for Pareto Optimality, what Hicks calls efficiency, but not interpersonal utility comparisons, what Hicks calls distributive justice.60
For both the social welfare function and the compensation approaches, if income distribution could be specified by economic theory, then they would have a complete welfare theory. In fact, the social welfare function technique could do this ex ante. The social welfare function is necessary to decide among points on the Utility Possibilities Frontier because the framework does not specify an initial income distribution among individuals. If it did start with such a specification, or specified initial factor ownership among individuals, then market exchange would lead to a single point on the UPF, which by construction would maximize social welfare.
Since Austrian Welfare economics is based on Pareto Superiority (a step-by-step analysis), not Pareto Optimality (an end-state analysis), the importance of a starting point is all the more manifest. The solution provided by Professor Rothbard rests on two value-free propositions: demonstrated preference and self-ownership. That each individual owns, i.e., controls the use of his mind and body is self-evidently true.61 As Mises showed, the entire corpus of economic theory is axiomatic-deductive: the logical implications of the primordial fact that individuals engage in human action.62 Yet, action itself, being done only by individuals, presupposes self-ownership. One can no more refute the proposition that individuals are self-owners than the proposition that individuals act, since any attempt presupposes the proposition in either case.
Moreover, the fact of self-ownership is not accepted by just Austrian economists but is a presupposition of the neoclassical school as well. Both schools build price theory from the foundation of individuals who buy and sell in accordance with their own subjective evaluations. In fact, the central problem of welfare economics—interpersonal utility comparisons—disappears as soon as the presupposition of self-ownership is dropped. Without individuals, each making their own evaluations and decisions and actions based upon them, welfare theory could directly postulate a “collective welfare” separate from the individuals that make up society. This fallacy is one even New Welfare economists refused to embrace. Instead, they failed to accept the logical implication of the presupposition of methodological individualism for welfare economics while accepting its implications for price theory.
For welfare economics, the implication is that self-ownership is the proper starting point of analysis. New Welfare economists are led into a contradiction, perhaps by their desire to employ general equilibrium (and thus, mathematical techniques) when they accept self-ownership in price theory, i.e., allowing individual utility and buying and selling to determine prices, and then deny its implications in claiming that income distribution is indeterminate within the nexus of these market exchanges. They recognize the necessity of private ownership of property as a prerequisite of voluntary exchange and market prices, but fail to recognize either that self-ownership of labor is also a prerequisite of these phenomena or the logical connections between self-ownership of labor and individual ownership of other property.
Professor Rothbard avoids these contradictions by accepting self-ownership as the appropriate starting point of welfare economics and then proceeding step-by-step according to the Pareto-Superior version of the Pareto Rule.63 Each person owns his labor. When anyone employs his labor in an act of acquisition over some item previously unowned, he owns, i.e., controls in action the use of, the item. His action demonstrates a gain in utility, while the failure of others to acquire the item demonstrates their preference not to acquire it. Thus, each such act of acquisition is Pareto Superior. When the owners of means acquired in this way make a voluntary exchange, such an act is Pareto Superior—demonstrably benefiting the participants while doing no demonstrable harm to non-participants. The totality of these acts of acquisition and voluntary exchange, whether of factors or consumer goods, constitute the free market; since each of them is Pareto Superior, the free market creates the greatest satisfaction of individuals’ preferences at every point in time.64
This conclusion about the free market can be further clarified by examining charges recently made against Professor Rothbard’s welfare economics. Roy Cordato claims that one “fundamental problem” with it is that it “ignores the fact that preferences are expressed sequentially through time, as part of a general set of goal-oriented activities. The actor in Rothbard’s framework is operating in a static world where actions are undertaken in isolation from one another.”65 But the conclusion about the free market’s welfare properties is not “static” in this sense; to the contrary, it is genuinely “dynamic.” It properly accounts for social welfare at each successive point in time when a social interaction takes place. Thereby, it properly accounts for any possible changes in circumstances during a sequence of actions that influence a person’s “goal-oriented activities,” including his own preferences and the preferences of others. For private actions, involving no demonstrable preferences of non-participants, which may be part of the sequence of actions a person undertakes to achieve a goal, welfare theory, per se, does not apply.
To clarify this point, consider the following illustration. Suppose a man agrees to a one-year contract in which he trades a particular labor skill for some particular compensation, and furthermore, that he does so as part of a sequence of actions which he expects to culminate in the acquisition of a capital gain, for which he has a preference, from trading shares of stock of a particular company. He benefits, as does his employer, at the time he makes the labor contract. At that point in time, the free market has created the greatest satisfaction of individuals’ preferences, given the actual situation they find themselves in at that time.66 Having accepted the contract, his situation of acting is changed, including perhaps his own preferences; thus, some actions he might contemplate taking will now have a different opportunity cost to him. Over time he accumulates sufficient savings from his wages to buy shares of the firm’s stock. We know, by the principle of demonstrated preference, that both he and the seller benefit at the time of the exchange. At that point in time, the free market has created the greatest satisfaction of individuals’ preferences, given the actual situation they find themselves in at that time. But suppose after his purchase of the stock its price falls, so that he regrets having bought it. Or suppose that he comes to regret having agreed to his labor contract before it expires. These circumstances do not represent a failure of the free market to create the greatest satisfaction of individual preferences. To the contrary, if he continues to possess the stock, instead of selling it to someone in the market, he demonstrates his preference for retaining ownership compared to the actual social opportunities now available to him; if he fulfills the duration of his contract, he demonstrates his preference for the terms of the contract compared to the actual social opportunities now available to him. If he sells the stock and suffers a capital loss he demonstrates his preference for the money received at the time of the sale, or if he resigns his job, he demonstrates his preference for his perceived alternative. In each case, participating in the free market increases his utility. The (assumed) subjective loss he experiences from the capital loss, when viewing the sequence of events in its totality, is not caused by his participation in the free market, but by his lack of entrepreneurial insight into the future state of affairs before he started the series of actions. It is properly assigned to the period in the sequence of his actions when he was acting privately, by retaining ownership of the stock as its share price fell, and not to those moments when he participated in the free market. That such losses occur in no measure diminishes the conclusion that the free market renders the greatest satisfaction of individual preferences compared to any other institutional arrangement for social interactions.67
The entrepreneurial success or failure of each individual’s actions when viewed in sequence is parallel to the success or failure of the specialized entrepreneur in the market. After formulating his expectations of the future profitability of various courses of action, he contracts with factor owners to rent their factor services, and thereby, incurs monetary costs. In each of these contracts, both he and each factor owner gain. Since he owns the goods produced by combining the factors, he earns the monetary profit or suffers the monetary loss when they are sold. In each of the sales, both he and each consumer gain. If these sales generate revenues in excess of his costs, he earns profit; if his revenues fail to cover his costs, he suffers loss. His profit or loss is independent of the fact that he acquires, without exception, subjective benefit in each of his voluntary exchanges. The extent of profit or loss is determined by his entrepreneurial insight, that is, how accurately he anticipated the outcome of the sequence of actions. The welfare enhancing character of the free market is not impugned by entrepreneurial losses, whether they are monetary or subjective.
Far from having an “emphasis on static, unconnected action,” Professor Rothbard’s welfare economics correctly delineates between actions (including social interactions) which demonstrably increase the utility of each participant at the time they are undertaken given the actual situation in which they are taken, and entrepreneurial insights about the future consequences of the actions. The former can never reduce utility; the latter are the source of either profit or loss from the sequence of actions over time.68 This delineation also defuses another of Cordato’s criticisms: that “by focusing strictly on demonstrated preferences and ex ante evaluations, he rules out all consideration of costs and therefore the possibility of utility loss.”69 But acceptance of the principle of demonstrated preference logically requires restrictions on statements about utility to those referring to points in time when action is taken. To make an ex post statement about utility requires an impermissible inter-temporal utility comparison.70 Moreover, far from ignoring costs, Professor Rothbard’s welfare economics correctly accounts for opportunity costs. Opportunity cost exists only for each action and only at the time the action is taken; it is the subjective value of the most-valuable alternative to the action actually undertaken. Cordato’s claim, that “by definition, costs cannot be demonstrated,” is irrelevant for welfare theory; what is demonstrated in action is that the subjective value of the action taken exceeds the subjective value of the best alternative.71 Neither the subjective benefit nor the subjective cost of an action is demonstrated when an action is taken; preference is demonstrated, and demonstrated preference is a sufficient foundation for welfare economics.
Value-free welfare economics must be based on the principle of demonstrated preference, acceptance of which precludes inter-temporal utility comparisons, since an individual cannot demonstrate a preference in action between two different situations at two different points in time. Welfare economics can say nothing about ex post utility; instead, it must be content to describe utility ex ante or at the time of action when the individual actually demonstrates a preference between two relevant alternatives. As Professor Rothbard has correctly pointed out, however, general economic theory shows a greater tendency for correspondence between ex ante anticipations of gains from a sequence of actions and ex post realization of such gains in a free market vis-à-vis an interventionist system.72 Specialized entrepreneurs on the market appeal to the test of profit and loss to determine whether or not they have arranged production to best satisfy consumer preferences while consumers themselves appeal to trial and error to determine which of the various consumer goods best satisfies their ends. By distorting economic calculation and interfering with consumer choice, interventionism retards this tendency to match ex ante and ex post utility.
Instead of being a weakness of Professor Rothbard’s welfare theory, the fact that “by definition, though, people always expect to benefit, relative to the alternatives, from every action that is undertaken,” as Cordato claims, is true, and therefore, a great strength of it. Cordato misconstrues how Austrian Welfare economics judges social interactions, namely, with the Pareto-Superior version of the Pareto Rule, when he concludes that, “this is true under any institutional arrangement,” including “action taken at the point of a gun.”73 The relevant question for social welfare in such a situation is whether or not this interaction itself increases the utility of at least one person without decreasing that of another at the time it occurs. Since the victim of violence would not have voluntarily undertaken the interaction in the absence of aggression, one can infer that such an involuntary social interaction, unlike a voluntary one, forces him to accept a less-preferable alternative. It is by this inference, and not his action under duress (i.e., after the aggression has begun), that the Pareto-Inferior nature of involuntary interactions is seen.74 There is no inconsistency between the Pareto-Inferior nature of involuntary interactions at the moment aggression begins and the achievement by the victim of his highest preference by adjusting his actions during the time under duress.
Professor Rothbard’s welfare economics is constructed from Misesian general economics. It is the only welfare economics that is completely consistent with the principles deduced from the axiom of action. Each person owns his labor, i.e., his mind and body. Employing his labor, man acts by evaluating the possible ends he can attempt to attain by the combination of means he owns. The scarcity of means requires him to choose from among the possible ends; to be purposeful his choice must be according to his evaluations. When he acts, one can infer that he has established a preference between the course of action taken and the course of action not taken; he chooses to do what he prefers more and sets aside what he prefers less. From the axiom of action, one can deduce only an ordinal ranking of preference; quantitative comparisons of subjective value are impossible for lack of a cardinal index and a common unit of subjective value. Only his concrete action can demonstrate his preferences.
Welfare economics examines the consequences of social interactions in terms of the demonstrated preferences or utility of individuals. Social interactions can be either voluntary or involuntary; the former is done without, and the latter with, the use or threat of invasive violence. The subjective nature of value implies the impossibility of comparing either the utility of different individuals from a social interaction or the utility of any individual at different points in time. The impossibility of interpersonal comparisons of utility restricts welfare economics to conclusions about interactions that benefit some without harming any one. Such an interaction is called Pareto Superior. The impossibility of inter-temporal comparisons of utility restricts welfare economics to conclusions about interactions at the time they occur. Any voluntary interaction demonstrably benefits each participant at the time it occurs, while doing no demonstrable harm to any non-participant. An interaction that benefits at least one person while doing no harm to anyone else increases social utility, i.e., either improves or leaves unchanged the preference rank obtained by every individual. Any involuntary interaction demonstrably benefits some participants at the time it occurs, while demonstrably harming others. An interaction that harms at least one person is called Pareto Inferior, and cannot increase social utility.
Every social interaction presupposes ownership of the means used by each participant and every demonstration of preference, upon which rests the welfare criterion of changes in social utility, and presupposes self-ownership of labor. Welfare economics is incomplete without an analysis of the acquisition of the items traded in voluntary exchanges, and is inconsistent if such an analysis contradicts the principle of self-ownership of labor.
Welfare economics begins with each person owning his labor. With his labor, he acquires unowned items existing in nature. Each such act of acquisition demonstrably benefits the person engaged in the act at the time it occurs, while demonstrably harming no one. Their abstention from acquisition or transformation of the item demonstrates the preferences of non-participants for devoting their means to other ends. Each such act of acquisition is Pareto Superior. Once the item is owned by the first-user, others no longer have the option of being its first-user; thus, their preferences at that point in time have no bearing on the Pareto-Superior nature of the acquisition by the first-user. For a person to obtain ownership of the item from the first-user in a Pareto-Superior interaction, the person must induce the owner to either voluntarily exchange it or voluntarily give it away.
With his labor and homesteaded means, each action a person takes benefits him at the time of the action. This is true for private actions, such as reading a book in one’s home, and for social interactions, such as contracting to sell one’s labor or to buy consumer goods. Non-participants in these actions demonstrate their preferences for allowing these actions and interactions by devoting their means to other actions and interactions. Each private action and voluntary social interaction is Pareto Superior. Once the actions or interactions take place, non-participants no longer have the alternative of acting toward them in a participatory way. Whatever actions non-participants take after the action or interaction of others are irrelevant to the Pareto-Superior nature of the action or interaction. In fact, non-participants must now establish a preference for the new alternatives actually available to them. When they act upon these new preferences in light of the new circumstances, they benefit.
The same principle applies to each person’s preferences inter-temporally. When someone buys a consumer good, he benefits at that time. If after the purchase, he reevaluates the good, placing it lower on his preference rank, then he will act according to his new preferences. His new action will again benefit him. As economists, we cannot compare his utility inter-temporally, since he cannot demonstrate a preference between these two states of affairs. It is not the new action or interaction that reduces his utility; rather, it is his failure to correctly anticipate future conditions, including his own preferences, i.e., it is his failure as an entrepreneur. This assessment of the sequence of actions of the individual is the analogue to the assessment of the sequence of interactions directed by the specialized entrepreneurs in social production and exchange.
The free market consists of all acts of acquisition and interactions that are voluntary, and is brought about by a legal system that defends these property titles and contracts. The free market consists entirely of Pareto-Superior movements. Thus, it achieves the highest degree of utility possible for each person, given the conditions of action and interaction, including the different preferences of different people. It is in this sense that the free market can be said to maximize social utility; it is not the utility that is social but the actions—the free market gives the greatest possible utility to every individual in their interactions.75
Interventionism consists of the mixture of voluntary and involuntary acts of acquisition and interactions. Each involuntary act of acquisition or interaction is Pareto Inferior. Thus, interventionism fails to achieve a degree of all individual utility as great as that of the free market.
Professor Rothbard correctly concludes that the free market achieves the greatest social utility possible of any economic system. His achievement is no less than a rigorous proof of the long-standing conviction among economists that the free market, without qualification, maximizes social welfare.
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The Recession of 1990: An Austrian Explanation
Arthur Middleton Hughes
In the misdirection of labor and the distortion of the structure of production during past business cycles, it was fairly easy to point to the places where the excessive expansion had occurred because it was, on the whole, confined to the capital goods industries . . .
In contrast, the present expansion of money, which has been brought about partly by means of bank credit expansion and partly through budget deficits, has been the result of a deliberate policy, and has gone through somewhat different channels . . .
I do not doubt that in a sense we have today the same kind of phenomenon, but the over-expansion, the undue increase of labor employed in particular occupations, is not confined to a single, clearly defined block such as the capital-goods industries. It is now spread much more widely, and the distribution is much more difficult to describe. It is a field I would wish some statistically minded economist would investigate in order to show how the process operated in particular countries.
Friedrich A. Hayek1
Why do we have booms and recessions? The conventional Keynesian view is that recessions are a failure of consumer demand. Keynesians, however, are not entirely clear on why consumers periodically act in unison to reduce their consumption. A more logical answer to the question is the Mises—Hayek theory of the business cycle. The ideas of Ludwig von Mises and Friedrich A. Hayek, central to the Austrian school of economics, suggest an entirely different approach to the business cycle from what has become the conventional wisdom for the last 40 years. It is the purpose of this paper to explore the Austrian explanation of the business cycle, sometimes called the Austrian business cycle theory (ABCT), and to apply that theory to the recession of 1990–1992.
The Structure of Production
The Austrian view of the economy differs substantially from that of Keynesians or monetarists in their treatment of capital. Keynesians tend to lump the capital accumulated by various industries throughout the country into an amorphous and given “stock of capital.”2 Investment by business is treated in GNP analysis as a single variable, regardless of the type of business in which the investment takes place. Both Keynesians and Monetarists tend to deal with aggregates in explaining business cycle theory whereas, as pointed out by James Clark and James Keeler, “macroeconomic aggregates are not considered meaningful concepts by the Austrians who are more concerned with relative changes among the components of the aggregates.”3 In fact, the whole concept of the Gross National Product, as defined in conventional economics today, leaves out of the analysis more than 40 percent of the industrial activity going on every year—the activities in the higher stages of production.4
Austrian economists see the industry of any developed economy as a progression of activities from the most basic extraction of materials from the earth (by means of mining, forestry, fishing, or farming), through the production of semi-finished goods (such as lumber, steel, chemicals, and machinery), down to the production and sale of final goods and services to consumers.5
Figure 1. The Structure of Production
One big difference between the companies in different levels in the structure of production is the time that must elapse before their investments return a profit: see figure 1. A retailer may add a distribution warehouse, and begin to make a profit from it right away, in terms of having more stock on hand, fewer back orders, or greater ability to satisfy the consumer.
A higher-stage firm, such as a coal mine or primary metal producer, often has a much longer lead time. It may take five or ten years before a new plant can be built, equipped with proper machinery, staffed with trained workers, and put into full operation such that the profits from operations will begin to amortize the original investment.
Austrian economists add to this another reason for the different impact of interest rates on different levels of the structure of production. In the absence of governmental interference, interest rates in the market are determined by the interactions of the differing time preferences of borrowers and lenders of money. Interest rates send valuable and important signals to market participants. These signals have different meanings to industries depending on where they are on the structure of production. Higher-stage industries are far removed in time from the ultimate consumers. They must, as a result, use prices and interest rates as important messages about the state of the market. Lower-stage industries do not need these messages as much, since they meet daily with the consumers and can judge demand directly. It usually takes a long time for goods and services produced in higher stages to reach the ultimate consumer. A bar of iron, for example, may go through dozens of stages before it emerges as a rotor on a fan in someone’s personal computer. Someone has to pay the interest charges on that piece of iron while it waits, in factory after factory, to be transformed, finally, into something that a consumer would want to buy. Higher-stage producers, therefore, without realizing it, must carry the burden of subsequent interest charges which, if the interest rates increase too much, will affect the sales of the consumer products made out of their output. Lower-stage producers, who are closer to the consumer in time, do not have to carry the same interest burden, and so are less affected by changes in rates.
Because of these dissimilarities, changes in the cost of capital result in very different investment patterns. For a lower-stage industry (such as a retailer, wholesaler, or food producer), the cost of capital is not as important, because the interest charges do not have to be carried very long before the payout begins. For a higher-stage industry, increases in the cost of capital often mean the difference between undertaking a new project or not doing it at all.
Why Industries Differ in Capital Needs
To illustrate the difference, consider two different industries: a food retailer and a primary metals manufacturer.
The food retailer is selling a perishable commodity. He has few warehouses. Most of his capital is tied up in goods on display in his stores. Movement of stock is brisk. If he were to add a new store, a warehouse, or additional trucks, he would expect to build or buy them rapidly, and have them earning income within a year or so of the purchase decision. If the interest rate is 8 percent, or 12 percent—it does not matter very much. At 12 percent, he may hesitate to build a new store but he will still add to his truck fleet.
The primary-metal manufacturer has a very different attitude. Modern metal extraction and production involves environmental questions, very elaborate and expensive capital equipment, and many years of planning. A new steel, copper, or aluminum plant may cost many hundreds of millions of dollars, and take 10 years from site purchase to full production. Here, the interest rate is everything.
Suppose that the cost of a new plant is $200 million, and that it will pay a return of $40 million per year when it is completed. At a market rate of interest of 12 percent, such a plant would be worth $333 million. Time is money. How long would it be before the cost of interest payments would drive the original investment of $200 million up over $333 million? In other words, how much time does the firm have to build the plant before the investment is no longer profitable? The formula for the long term value (V) of an investment which yields Y amount per year when the market rate of interest is (r) is:
V = Y / r
V = $40 / .12
V = $333
The formula for the cost (C) including interest of an investment (I) for n years at (r) rate is:
C = I(1+r)n
Solving for n, the formula becomes:
n = Log(C/I) / Log(1+r)
The maximum time that an investor can afford to wait for his return is thus based both on the rate of interest, and the value of the expected yield in relation to his investment. His maximum time is when C = V. If we substitute the value of the investment (Y/r) for C in the above formula, it becomes:
n = Log(Y/(I * r)) / Log(1 + r)
If the interest rate is 12 percent, the plant must be up and running in four-and-a-half years, or the cost will exceed its market value.
n = Log(40/(200 * 0.12))/Log(1.12)
n = 4.5 years.
On the other hand, if the market rate of interest is 8 percent, the value of the same plant that returns $40 million per year is $500 million. At 8 percent per year, how long will it be before interest payments have forced an original investment of $200 million up to $500 million?
n = Log(Y/(I * r)) / Log(1 + r)
n = (log(40/(200 * 0.08)) / Log(1.08)
n = 11.9 years
So, at 8 percent they can afford to take a maximum of 11.9 years to build the plant before it is no longer profitable. Most higher-stage investments take longer than four-and-a-half years before they begin to pay dividends. Most lower-stage investments take much less time than that.
What this tells us is that the market rate of interest means different things to different segments of the structure of production. When rates go down, a great many higher stage projects that were uneconomic at high interest rates become at once feasible. When rates go up, many higher-stage long-term projects have to be scrapped. These simple rules do not apply to lower-stages of production, simply because their payoff times are much shorter. They don’t have to pay as much interest on their typical project. A lower stage producer is less likely to embark on an investment project.
Why the Money Supply is Expanded
Western governments since the 1940s, following Keynesian principles, have increased their money supplies every year, thus leading to constantly-rising prices believing that it was good for their economies. They have also found that inflation is a good way to finance their governmental-spending programs without the need to increase taxes—the increased spending also being a Keynesian prescription for achieving full employment. How much increase in the money supply is the desirable goal? Keynesians and many monetarists would favor an annual increase of 5 to 6 percent per year.6
A laissez faire system is doomed to wasteful ups and downs of the business cycle and perhaps to long fits of stagnation. . . . Simple capitalism has been replaced virtually everywhere by the mixed economy (a “welfare and managed economy”). Everywhere in the Western world, governments and central banks have shown they can win the battle of the lasting slump if people want them to . . . Just as we no longer meekly accept disease, we no longer need accept mass unemployment.7
The core of the Austrian macroeconomic theory is that government “fine tuning of the economy,” through government-orchestrated expansions and contractions of the money supply, are actually the cause of business cycles because of the differing impact of the resulting interest rate changes on different stages in the structure of production. Roger Garrison has pointed out that Mises and subsequent Austrian theorists, influenced by Knut Wicksell, see a “distinction between the natural rate of interest and the bank rate of interest” and recognize “that the bank rate can diverge from the natural rate . . . The institutional setting in which the interest rate reflects both the intertemporal preferences of market participants and the actions of policy makers, then, figures importantly in the Austrian account of the artificial boom and inevitable bust. Fritz Machlup accurately summarized the Austrian view with the statement that ‘monetary factors cause the cycle but real phenomena constitute it’. . . . The focus of the Austrian theory is on the actual market process that translates the monetary cause into the real phenomena and hence on the institutional setting in which this process plays itself out.”8 Here is the way it works.
The Austrian Explanation of the Business Cycle
When the money supply is expanded, the cost of capital comes down. Industries in higher stages find that many of their long-term projects are now feasible. They begin to build new productive facilities which have long-term payouts. To build these plants, they have to hire more workers which they pay with borrowed money. The hiring of workers, and the competition for capital equipment and resources, bids up the prices of goods and the wages of the workers, and increases interest rates. The rising rates put more pressure on the government to ease up credit by further increases in the money supply.
The increased money supply affects mainly the higher stages of production, not the lower stages, because it is higher stages that depend on long-term external capital infusion to undertake their development projects. Eventually, of course, the expansion also affects the lower stages, as highly-paid workers spend their wages on more consumer goods. A boom is in the making.
As long as the government keeps feeding the boom with more and more money, the good times roll. Higher-stage industries undertake more and more costly projects, and more and more workers move to those sectors. Their spending fuels the activities in other sectors, and their absence raises the wages of those still remaining in these sectors. Now all levels of production are competing for loanable funds. The game is up when the monetary authorities finally become alarmed at the level of price increases, and muster the courage to reverse their expansionary course, usually by raising the discount rate or selling bonds on the open market.9 At this point, the good times come to an end. The expanded spending by consumers tends to force the interest rates back up.
The Coming of the Recession
The inflating economy is like a giant pyramid scheme. As long as the government keeps pouring money in, the system will keep going. Once the government stops, a recession is inevitable.
The first to go will be the long-term capital projects. As interest rates go up, new projects not yet started will be canceled. But many of those which are only half finished will also have to be abandoned. One reason is that capital financing is often obtained on a pay-as-you-go basis. As industries compute the payoff for a project started when interest rates were 8 percent, which now must compete for funds at 12 percent, they realize that the project is a loser. They cut their losses, and abandon the enterprise. The workers are laid off, and often, much of the project is a total loss. The reason? Because most capital goods (semifinished goods and facilities) are specific to an industry, and have little general usefulness. It becomes apparent that much of the expansion undertaken in prior years was really false expansion, based not on a truly-growing economy, but on the government inflation of the money supply. As workers are laid off in higher-stage industries, they reduce their spending for consumer goods. The recession spreads.
Figure 2. Money Supply Increase versus GNP Increase 1981–1991
Source: Economic Report of the President 1992 M = M2
The Recession of 1990
The process just described took place during the years from 1981 to 1992. From 1981 to 1986 (and earlier), the Federal Reserve embarked on a massive increase in the money supply which averaged 9.6 percent per year while the GNP in real terms expanded by only 2.6 percent. From 1987 to 1991, the money supply increased by an average of only 4.1 percent per year while, the GNP increased by about 2 percent.10 The dramatic drop in government money supply expansion is shown by Figure 2.
The money supply expansion from 1981 to 1986 resulted in expanded bank loans to higher-stage industries, while lower stage industries, at first, were unaffected. As more workers were hired by these expanding industries, and others received pay increases and began to spend their pay on increased consumer goods, the lower-stage-industry bank borrowing increased. Lower-stage capital expansion is based more on anticipated consumer demand than upon the availability of capital. The precipitous drop in government money supply expansion after 1986 ended the boom in the higher-stage industries. This was the beginning of the recession—although it did not show up for four more years.
Figure 3. Long-Term Bank Loans by Higher-Stage Industries 1981–1991 All Manufacturing Bank Loans = 100
Source: Quarterly Financial Report, Census Bureau and Federal Reserve
Figure 3 depicts long-term bank loans to higher-stage industries (represented by iron and steel, primary metals, and machinery) relative to total-long-term bank loans to all manufacturing industries, superimposed on the annual growth of the M2 money supply. Notice how two of these industries increased their loans, in relation to all manufacturing loans, dramatically during 1982 and 1983. The increase was 250 percent in iron and steel and 150 percent for primary metals. Machinery industries—much lower in the structure of production than primary metals—increased their borrowing only slightly during the expansionary period and were generally below industry averages thereafter.11
The fact that the increases in higher stage borrowing from 1981 to 1985 were based on the increased availability of capital funding rather than directly anticipated demand for increased output is shown by the statistics on industrial production during this period. The level of production in the iron and steel industry at the time was far below capacity (estimated at about 63.5 percent from 1981 to 1985)12 due to the low level of orders. Lower-stage industries, closer to the consumer, showed no such increased borrowing levels during this period of massive money supply increases.
With the benefit of hindsight, we know today that net shipments of steel mill products would never regain their 1981 levels during the following decade. Why did they expand their production? All that industry participants knew at the time was that funding for expansion was available. Iron-ore production, much closer to its direct customers than the iron and steel industry, did not invest in expansion during the period, and, in fact, closed down several of its operating mines.13
When the massive money-supply increases came to an end in 1986, the iron and steel industry collapsed. Prices of their product dropped every year as the higher-capacity and more-efficient new facilities competed with the older plants for what was essentially a disappointing demand.
For the copper industry 1981–1985 were turbulent years. They were years of bankruptcies, shut down mines, laid off workers. But financing was available. Despite massive losses in the industry, Standard Oil of Ohio invested $400 million to modernize Kennecott’s Utah Copper Division early in the period. After serious losses, the plant was shut down entirely in 1985.14
In looking at these figures, it is important to recognize that these numbers are industry averages only. Inside each number are dozens, or hundreds or thousands, of individual firms—some of which were borrowing heavily, others of which may have been doing nothing in the way of external financing. When the figures for an entire industry are shown to be at 270 percent of their previous level, this must mean that some individual firms had really increased their bank borrowing by a major amount. For primary metals, for example, bank loans in the first quarter of 1981 were listed at $4,010 million. By the first quarter of 1982, their level was $7,597 million. Iron and steel had a similar increase: from $1,832 million to $5,453 million. Machinery bank loans increased from $7,898 in 1981 to $10,428 millions by 1982.
But for iron and steel, and primary metals, the borrowing surge stopped after 1984. Thereafter, their bank borrowing was less, proportionately, than the level of all manufacturing. The impact that money-supply increases produce on higher-stage investments is well illustrated by the activities of these two industries.
Lower-Stage Industry Long-Term Borrowing
Contrast this higher-stage borrowing and capital spending with the bank borrowing of lower-stage industries during the same period (1981–1991). Food, rubber, and textiles are industries that are much closer to consumers than are iron and steel and primary metals. We could have also looked at petroleum, drugs and motor vehicles as representative of lower-stage industries, but for special demand reasons, one could argue that the 1980s were not typical years for these groups.
Drugs were affected by the growth of the Medicare and Medicaid programs which began to be important during this period. American motor vehicles were competing heavily, for the first time, with the Japanese. Petroleum is a vertically-integrated multi-national industry with high capital investments in higher-order (drilling) and lower-order (refineries and gas stations) goods.15
Figure 4. Long-Term Bank Loans by Lower-Order Industries, 1981–1991 All Manufacturing Bank Loans = 100
Source: Quarterly Financial Reports 1982–1992, Census Bureau, and Federal Reserve.
Figure 4 depicts the long-term bank borrowing of three lower-stage industries during 1981–1991 as contrasted with total long-term bank lending to manufacturing industries during the period and the growth in the money supply. Our three lower-stage industries illustrate the Mises—Hayek theory. During the period of money supply expansion from 1981 to 1984, they generally maintained their bank loans virtually unaffected by the expansion of loanable funds. Towards the end of the expansion period, textile and rubber industries began to undertake long-term projects that pushed them up to 170 percent and 200 percent of industry averages by 1986. By 1987 consumer spending had driven even food industries to compete for bank-loan funds at a very high rate.
Notice that the peak borrowing for food and rubber came after 1986—at a time when the money-supply growth rate was being drastically curtailed. Why was that? The previous expansion in higher-stage industries produced an increase in consumer spending which pushed lower-stage manufacturers to borrow to expand their facilities to meet it.16
Figure 5. Long-Term Bank Loans to Industry 1981–1991
Source: Quarterly Financial Report 1982–1992 and Federal Reserve 1981=100.
Figure 5 puts the entire period into perspective. It shows total dollar borrowing by all manufacturing industries adjusted for inflation—the producer’s price index. As you can see, long-term bank borrowing by manufacturing industries increased steadily from 1981 to 1991.17 The dramatic reduction in money supply increases in 1987 did not affect the total borrowing level at all—in fact the average annual increase in borrowing after 1986 was higher than before 1986. What did change was the distribution of that borrowing. Before 1986, most of the increase was led by higher-stage industrial borrowers, represented here by iron and steel. After 1986, the increase in total borrowing was fueled by lower-stage industries, represented here by food.
Most traditional economists looked on the years from 1986 through 1988 as being boom years. They overlooked what was happening in higher-stage industries. What was going on in iron and steel, for example was this: LTV Corp., Wheeling-Pittsburgh Steel Corp. and Sharon Steel Corp., were all forced to file for bankruptcy following the collapse of steel demand in 1985 and 1986. This collapse accelerated the reduction of U.S. steel-making capacity, and triggered a major restructuring of the iron ore and steel industries on both sides of the U.S.—Canadian border.18
Figure 6. Iron and Steel Consumption and Prices
Source: Minerals Yearbook 1989
Figure 6 shows what happened to steel prices after the Federal Reserve stopped inflating the money supply. Consumption of steel failed to regain its 1981 levels in the subsequent decade.
The situation in copper was quite different, but illustrative of the same basic problems. Coinciding with the United States money-supply increases which began in 1981, the U.S. copper industry began a major inventory increase to 275 percent of 1979 levels by 1983. Beginning in 1984, inventories began to fall drastically every year until 1988, until they reached an average of about 14 percent of 1981 levels by 1989.19
In figure 7, we contrast long-term borrowing of all manufacturing, retailing, and wholesale firms. Retail borrowing took a nosedive from 1981 to 1982—recession years—and stayed down all during the period when the Federal Reserve was inflating the money supply. Retail borrowing only accelerated in 1987—after the inflation of the money supply was over! Why? Because retail firms borrow to meet immediate customer demand. Higher-order firms borrow when financing is available on attractive terms.
Figure 7. Bank Loans to Manufacturing, Retailing, and Wholesaling
Source: Quarterly Financial Report 1982–1992 and Federal Reserve 1982 = 100, adjusted for Producers Price Index
In the later stages of the boom, consumer spending competes with and overtakes all other types of activity. It is at this point that unused higher-stage capacity materializes because, as Hayek says, “We are unable to use the fixed plant to the full extent because the current demand for consumer’s goods is too urgent to permit us to invest in current productive services in the long processes for which (in consequence of ‘misdirections of capital’) the necessary durable equipment is available.”20 In the last part of the decade, retail use of loan funds, secured to meet expanding consumer spending, dwarfed the growth rates of manufacturing and wholesaling borrowing activities. In a contest, lower stages always win.
The data assembled here provide an illustration of the working of Austrian business cycle theory,21 namely, that business cycles are caused by government inflation of the money supply, leading to excessive borrowing by higher-stage industries. This borrowing produces a boom which must come to an end when the inflationary activities stop—as they must, when the government can no longer continue to stoke the monetary fires with more and more monetary expansion. The end of the boom leads to a crack-up and a recession.
Figure 8. The Fed Loses Its Nerve
Source: Bureau of Labor Statistics and Federal Reserve
The recession did not begin until 1990, but the seeds were planted in 1981–1986, with the money supply expansion. The recession was triggered in 1987 when the Federal Reserve lost its nerve to continue the inflationary spiral. What caused the Federal Reserve to alter its policy so drastically in 1987?
1987: The Fed Lost Its Nerve
Why the Federal Reserve alters its policies is always a matter for speculation. It is seldom one single thing that is crucial. The Fed worries about inflation, deficits, the money supply, interest rates, and unemployment. But certainly a key concern in the past 20 years has been the value of money, as represented by the consumer price index.
Figure 8 shows one key variable—the consumer price index—against the annual growth rate of M2. The Fed pursued a high inflation policy for 6 years. During all of these years, prices were flat or falling. Then, in 1986, prices began to climb. Eight years previously, in the fall of 1979, the Federal Reserve changed its policies dramatically when it decided to clamp down on double-digit inflation. Its actions produced the recession of 1982, and a halt in the inflationary spiral. Price increases from 1982 through 1985 were held to a flat 3.8 percent per year. The shift was welcome news for the public and for businessmen generally. When price increases in 1986 dropped to a low of only 1.1 percent, there was rejoicing in all quarters. But while the Fed leaders were happy about the price levels, there was real concern about the growth of the money supply. Even the non-Austrian Fed economists realized that the country would have to pay for the excessive growth in money at some point. The year 1987 looked like that point.
Consumer price increases, led by medical costs due to Medicare and Medicaid, began to zoom up. When the 1987 rise passed the 3.8 ceiling and kept on rising, the Fed lost its nerve. It put the brakes on money supply increases in a drastic way, and kept them on for the next 5 years. Some would point to this decision and say that the recession of 1990–92 was caused by Fed actions in 1987. That may be true. But Austrians know that that is not the whole story. The actions which led to the recession really took place from 1981–86. Once the money supply was inflated during this period, the actions of 1987–1991 were inevitable, and so was the recession.
During the time between 1987 and 1990, the public was unaware of the time bomb ticking away. Life went on as usual. New businesses were formed at an expanding rate, and business failures were on the decline. Corporate profits from 1987 to 1989 rose by 31 percent. Consumer prices rose by 4.4 to 6.1 percent. Mortgage debt rose by 48 percent from 1986 to 1990, and consumer credit rose by 22 percent in the same period.22 None of the standard signals showed to Keynesian economists any sign of the impending recession, for one very simple reason: they were looking in the wrong place.
Conclusion
Deficit spending and money-supply expansion do not eliminate recessions. They cause recessions. This fact will never be understood unless economists and government policymakers stop trying to micro-manage the economy, and start studying what their actions are doing to the structure of production. Heavy inflation of the money supply followed by sharp cutbacks change the rules right in the middle of the game for millions of businesses in the economy.
For the last 40 years, government expansionary policies have stimulated industries to create false and untenable investments. These policies are followed by government corrective actions that destroy those same projects—waste the billions of dollars invested in them, and throw millions out of work. Business cycles are not an essential feature of market capitalism. They are the result of government interference with the market.
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NOTES AND REPLIES
How Different Were Röpke and Mises?
Ivan Pongracic
In The Wilhelm Röpke Review, founder and editor Ralph E. Ancil seeks to draw a sharp distinction between the views of Wilhelm Röpke and Ludwig von Mises.1 Ancil complains that Röpke has been “co-opted into the more or less libertarian thinkers whose position is further enhanced by whatever weight or prestige his name may give.” Somehow, Ancil says, libertarians and Austrians presume that Röpke and Mises “are in agreement on all important issues.” But, insists Ancil, “nothing could be more incorrect.”
Since “nothing” is a strong word, the claim needs to be considered carefully.2 A good place to begin is with these very Misesian statements by Röpke:
The conviction that true creative power can prosper only in liberty and not in the graveyard silence of prescribed opinions, that without intellectual individuality society and the state must eventually wither, that man has a right to protection against arbitrary power and the abuse of power, that the crushing of every divergence of opinion and of any individual cast of mind must eventually lead to a boredom in which the nation’s intellectual life is stifled, which lacks the happiness of laughter, every sign of humor, and the spice of life, and in which nothing flourishes but the brutish earnestness of the fanatic—that conviction, and nothing else, constitutes the liberal’s much-maligned and much-misunderstood individualism. Most illiberals take it for an expression of smug materialism.3
[O]ur often so reckless anti-capitalists would do well to get thoroughly acquainted with the voluminous literature on economics, which demonstrates that in practice socialism must founder on the impossibility of economic calculation in a socialist community.4
[T]he welfare state’s compulsory aid paralyzes people’s willingness to take care of their own needs and its financial burden considerably weakens people’s ability to do so, while on the other hand, this limitation of self-provision makes people more and more dependent upon compulsory public aid and increases their claim on it.5
In spite of its alluring name, the welfare state stands or falls by compulsion. It is compulsion imposed upon us with the state’s power to punish noncompliance. Once this is clear, it is equally clear that the welfare state is an evil the same as each and every restriction of freedom.6
[E]conomics as a science has its origin in rational criticism of the naively unscientific government practices of mercantilism.7
Political anarchy leads invariably to chaos. But anarchy in economics, strangely, produces an opposite result: an orderly cosmos. Our economic system may be anarchic but is not chaotic. He who does not find this a wondrous phenomenon and thereby deserving of the most patient study cannot be expected to take much of an interest in economics.8
[T]he “capitalistic” economic process can be compared to a continuing plebiscite in which each piece of currency represents a ballot and in which the consumers, via their demand, are constantly voting to decide what types and amounts of goods shall be produced.9
Mises’s social philosophy is immediately recognizable. Should Mr. Ancil really be so anxious to disprove the fact that Mises and Röpke are “in agreement on all important matters?” Röpke himself never expressed any disagreement with Mises, and cited Mises frequently on a range of issues from monetary theory to method. Röpke spent his life defending the same cause as Mises—a free society—and using the tools provided by the Austrian tradition to bolster his case.
Nevertheless, from the beginning, The Röpke Review has been more interested in refuting “laissez-faire” ideology and its “latent nihilism” than in celebrating the common cause of Röpke and the broader Austrian tradition. While preparing the ground for an anti-Misesian onslaught, Mr. Ancil wanted to convince his readers that Röpke and Mises represent two totally different social philosophies. Mises, according to Mr. Ancil, believed in “no enduring values, no permanent things, no absolute truths.”
On the one side there is a defender of “a free and truly humane society,” who, according to Mr. Ancil, believed that “there is more to life and the economy than technical economics comprehends.” On the other side a dogmatic pragmatist, who, although a “staunch defender of freedom and free markets,” was too “technical” and “rather short-sighted,” about “legitimate government action.”
As such, Röpke and Mises differed in three vital areas: first, they had different solutions to the (“false”) dilemma of “either socialism or capitalism.” Second, they disagreed about the nature of market intervention. Third, they “differ[ed] in their judgments on the sufficiency and character of the competitive system.” After analyzing all three, Mr. Ancil concludes that Röpke, although agreeing with Mises “on technical economics,” understood better “the broader field of political economy and the important questions of how man should live.”
Now, Mr. Ancil is free to believe whatever he wants, and make it public in his journal, but what should worry both Röpkeans and Misesians together is Wilhelm Röpke’s reputation among those readers that are not so cognizant of his writings. If we let Röpke speak for himself on these precise points, a different picture emerges.
Wilhelm Röpke was an economist who had a historic opportunity, in 1948, to put Austrian economics to the test and to prove its practical viability. He did it by influencing, from his voluntary exile in Switzerland, his student Ludwig Erhard, the German economics minister.
The result was, of course, an economic miracle. (Röpke himself was constantly emphasizing in his writings that there was nothing miraculous in this. It was simply the application of sound economic principles: “Its success was on the contrary precisely what its architects had expected.”10) Röpke did express one regret about the reform: it did not go far enough. The post-war reform was imperfect: “residues of collectivism, such as rent control, were scattered about the market economy like unexploded mines, and they proved to be exceedingly difficult to dispose of through normal democratic procedures.”11
Later, Röpke realized that Germany was turning away from the principles of the free society, and he tried to stop the socialization of the German economy by describing repeatedly what a free-market economy is all about. Röpke insists that “instead of trying to acquire the facile reputation of a ‘social-minded’ man by vague demands for a ‘just wage,’ by railing against ‘interest slavery’ and ‘profiteering,’ by emotional outpourings over ‘gluttonous landlords,’ and real estate ‘speculators,’ and instead of shoving aside as ‘liberalistic’ the objections of those who understand something of these matters, one would serve his country better by applying himself to an unprejudiced study of the complex interrelationships of the economy.”12
He wanted every German to understand that “our economic system stands or fails with competition, since only competition can tame the torrent of private interests and transform them into a force of good. It is competition which sees to it that the high road to profit is entered only by the rendering of an equivalent service (business principle). To restrict competition, then, is to jeopardize the principle of economic reciprocity.”13
Unfortunately for the Germans, they soon responded to the siren song of a “third way.” Their destiny was sealed when Socialist Willy Brandt became the Chancellor; with him, the free-market experiment was finished. Röpke foresaw all this and, like Mises, tried to prevent it. “The history of German economic policy since 1948,” Röpke wrote, “has proved that economic freedom is like any other freedom: it must, as Goethe says, be conquered anew each day.”14
“It cannot be too strongly emphasized that as far as the task of ordering economic life is concerned, we have only this exclusive choice between market economy and command economy,” he warned. Then, in a passage which Mr. Ancil apparently overlooked, he made it clear that “[w]e cannot take refuge in some third alternative, in cooperatives, trade unions, . . . or any other form of ‘ersatz’ socialism. We must choose between price or state command, between the market and the authorities, between economic freedom or bureaucracy. . . . He who chooses the market economy must, however, also choose: free formation of prices, competition, risk of loss and chance for gain, individual responsibility, free enterprise, private property.”15
Because Germans and other West Europeans refused to listen, “ersatz” socialism is now keeping most Western European countries in deep recession. The European “third road” turned out to be neither “more realistic” nor “more humane,” as Mr. Ancil would have us believe. Yet, Germany is currently undergoing its greatest economic difficulties since World War II, a result not of integration with East Germany as such, but of welfarism, unsustainable social insurance, inflexible regulations, an investment environment unfriendly to entrepreneurship, an overgrown bureacracy, and a dependent middle class—all the sins of the “third way.” Germany’s welfare state (and Sweden’s and Finland’s and all others, for that matter) may eventually come to an end with a bang not smaller than the one produced by the end of Communism.
Ancil, who repeatedly states in his writing that market is not everything (as if Mises ever stated that it was), forgets that both Mises and Röpke understood that the market is the only efficient way of coordinating the actions of producers and consumers. “The market economy has the ability to use the motive power of individual self-interest for turning the turbines of production,” writes Röpke, adding that “if the collectivist economy is to function, it needs heroes or saints, and since there are none, it leads straight to the police state.” “Nothing could more strikingly demonstrate the positive value of self-interested action than that its denial destroys civilization and enslaves men.”16
Röpke nails down his message from the “Preface” to A Humane Economy (that the book was going to anger, among others, “pure moralists and romantics, who may perhaps cite me as proof of how a pure soul can be corrupted by political economy”17), with this conclusion: “Any attempt to base an economic order on a morality considerably higher than the common man’s must end up in compulsion and the organized intoxication of the masses through propaganda.”18
For those who refused to understand this fact, Röpke had little patience: “What overweening arrogance there is in the disparagement of things economic, what ignorant neglect of the sum of work, sacrifice, devotion, pioneering spirit, common decency, and conscientiousness upon which depends the bare life of the world’s enormous and ever growing population! The sum of all these humble things supports the whole edifice of our civilization, and without them there could be neither freedom nor justice, the masses would not have a life fit for human beings, and no helping hand would be extended to anyone. . . . Romanticizing and moralistic contempt of the economy, including contempt of the impulses which move the market economy and the institutions that support it, must be as far from our minds as economism, materialism, and utilitarianism.”19
Röpke’s “third road” is thus not about saving us from the market economy (in which “anything goes,” according to Mr. Ancil), but about solving our political, social, legal, and moral problems without which the free market cannot exist. Despite Ancil’s opinion that, for Röpke, the market “cannot serve its own foundation; it is not self-sufficient; it is not a source of community; and it is not a cure for other ills,” Röpke himself made the most important clarification of his own position. “In the absence of a market economy these problems are, in fact, insoluble; only such an economy can guarantee us order in freedom, without which all the rest is in vain.”20
Röpke explains his “third road” as a road between socialism and a system laden with “super-organization, centralization, Gargantuan concerns, machine giants, mammoth towns, and titanic plans” (hardly a “libertarian” economy).21 The “third road” is to save us from “boredom” of a system that tends “to centralize and overorganize the economy and society in a way which neglects the human element.”22 It is only “the market economy, with its variety, its stress on individual action and responsibility, and its elementary freedoms, [that] is still the source of powerful forces counteracting [this] boredom of mass society and industrial life, which are common to both capitalism and socialism.”23 The “more we adulterate the market economy with admixtures of intervention, the higher rises the watermark of complusion, the narrower becomes the area of freedom.”24
The “third road” is also to save us from the economists who are “fascinated by the mathematical elegance of fashionable macroeconomic models, by the problems of moving aggregates, by the seduction of grandiose projects for balanced growth, by the dynamizing effects of advertising or consumer credit, by the merits of ‘functional’ public finance, or by the glamour of progress surrounding giant concerns.”25 For these people, “the economy takes on the appearance of a giant pumping engine, and it is quite consistent” that economic science “is turning itself into a sort of engineering science. Equations proliferate, while the theory of prices all but falls into oblivion.”26 It is precisely this tendency against which Mises battled during much of his life.
For Röpke, as for Mises, a “[f]ree economy stands or falls with the free entrepreneur and merchant, just as such an economy is inconceivable without free prices and markets. There is no way of defending the free economy against the still powerful forces of collectivism except by having the courage to stand by these central figures of a free economy and protect them from the wave of distrust and resentment to which . . . they are exposed.”27
There can be no doubt that Röpke was a Misesian in more ways than just “technical economics.” In a 1959 tribute, F.A. Hayek credits Röpke for rightly believing that “an economist who is nothing but an economist cannot be a good economist.” But this insight, said Hayek, was pioneered by “a man of the preceding generation,” Ludwig von Mises, “whose decisive work had just appeared when we concluded our studies.” It was Mises’s Socialism (1922) that first “demonstrated how economic thought can serve as the basis for a comprehensive social philosophy and can provide answers to the pressing problems of the time.” Mises provided the model that “determined the common development of our generation,” including the writings of Röpke.28
The market economy is the sine qua non of a free society, and it was positively endorsed by Röpke: “I champion an economic order ruled by free prices and markets . . . the only economic order compatible with human freedom, with a state and society which safeguard freedom, and with the rule of law. . . . There is a profound ethical reason why an economy governed by free prices, free markets, and free competition implies health and plenty, while the socialist economy means sickness, disorder, and lower productivity. The liberal economic system releases and utilizes the extraordinary forces inherent in individual self-assertion, whereas the socialist system suppresses them and wears itself out in opposing them. We have . . . every reason to distrust the moralizing attitudes of those who condemn the free economy.”29
Röpke knew that, “however much we may have had to criticize it,” it is “impossible to overstate the value of the impersonal integration of people through the market in comparison with their conglomeration in a collectivist economy . . . it does have the merit of coordinating rather than subordinating people. The market and power do not go well together.”30
The state, on the other hand, is the market’s “most immediate and tangible threat . . . I want to repeat this because it cannot be stressed too much. The state and the concentration of its power, exemplified in the predominance of the budget, have become a cancerous growth gnawing at the freedom and order of society and economy.”31 In supposed contrast, Ancil accuses Mises of being “dogmatic” and “rather short-sighted” about “legitimate government action.” Röpke’s final warning against “the eternal romantic’s contempt of the economy, a contempt shared often enough by reactionaries and revolutionaries, as well as by aloof aesthetes”32 was a warning for all the future Ancils to heed.
One might think that The Wilhelm Röpke Review would be devoted to what Röpke saw as the real enemy, the planned economy. After all, we remain at the mercy of neo-Keynesian government policy, when government consumes as much as half of the national wealth, when neo-Keynesians are well positioned on the Federal Reserve Board. Why shouldn’t John Maynard Keynes (whose economics Röpke described as “a typically intellectual construction that forgets the social reality behind the integral calculus”33), his followers, and his legacy, and not Mises, be the focus of attack?
One final note. There was probably less disagreement between Röpke and Mises than between Mises and Hayek, yet it was Hayek who several times emphasized that, although he “wasn’t always satisfied by [Mises’s] arguments,” or found seldom his “arguments to be completely convincing,” in the end he “only slowly learned that [Mises] was mostly right.”34 Would that other misguided critics acquire such humility.
Ivan Pongracic is professor of economics at Indiana Wesleyan University.
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Calculation and Knowledge: Let’s Write Finis
Leland B. Yeager
I regret prolonging the discussion, but remarks by Joseph Salerno, Hans-Hermann Hoppe, and Jeffrey Herbener in the first 1996 issue of this Review1 foster the impression that my position is so wrong as to require further discussion. They obscure what the original issue was.2
In earlier writings, Murray Rothbard, Joseph Salerno, and Jeffrey Herbener had tried to distinguish between calculation and knowledge problems besetting socialism. F.A. Hayek, they suggested, had shoved aside or perverted the analysis that Ludwig von Mises got straight in the first place. My 1994 article challenged this supposed distinction.3 I argued that knowledge was intimately bound up with the calculation problem that Mises had diagnosed. Hayek elaborated on points that were implicit and very nearly explicit in Mises’s own writings.
Neither Salerno’s “Reply”4 nor his and the other two latest comments justify the supposed wedge driven between the analyses of Mises and Hayek. They do not adequately specify the supposed crucial nonknowledge aspects of the calculation problem that Mises emphasized and from which Hayek diverted attention. Yet Hoppe says that “Hayek’s distinct contribution to the debate was fallacious from the outset”5 and “false, confusing, and irrelevant”6; Hayek’s thesis is “absurd” and “nonsensical.”7
Hoppe blames Hayek for playing down the importance of private property. But the whole discussion concerned an inherent flaw of socialism, conceived of as government ownership and administration of the means of production (as socialism was indeed generally understood when Mises wrote his critique). The whole discussion concerned why a system of private property and private enterprise is much superior to socialism. Mises and Hayek went beyond merely trumpeting this superiority. In setting forth the calculation problem, both were explaining reasons why the private-property system is superior to socialism.
Salerno8 says I make a “very important concession” to his position. Formerly I held the Hayekian position that past prices automatically convey to all passive producers “all the knowledge that is relevant to their business decisions in a near-equilibrium world.” Now I concede that “knowledge is a primary matter of individual entrepreneurial experience, hunches,” and so forth. In saying so, Salerno misstates Hayek’s position, and mine, on the role of knowledge in an adequately functioning economy. In his celebrated article of 1945, Hayek9 explained why the decentralization of decisions is essential for using knowledge even of kinds that cannot be communicated by prices. As long-time students of the classics of Austrian economics, Salerno and I should concede each other a grasp of Hayek’s seminal article. Misstatement of Hayek’s and my positions draws still another red herring across the original issue of the supposed wedge between Mises and Hayek.
More than any other single passage in the three comments of 1996, the concluding paragraph of a footnote in Herbener10 pushes, however unintentionally, against the bounds of academic propriety. It unavowedly shifts ground while attributing to the opponent a position he never held. According to Herbener, neither he nor Salerno nor Rothbard nor Mises “claim that the central planners do not face an information problem. The SRH [Salerno, Rothbard, and Herbener] claim is that Mises’s calculation argument has more to it than the information problem. Yeager’s claim [is] that it does not.” Furthermore, Herbener begins his 1996 comment with this remarkable statement: “The view that Ludwig von Mises had more in mind in his calculation critique of socialism than the Hayekian knowledge problem has recently been attacked by Leland Yeager.”
I ask the fair-minded and attentive reader whether this is a correct statement of my position. I never denied that there might be more to the calculation problem than the knowledge aspect. I was challenging SRH to specify just what that other aspect was. More particularly, I was challenging them to justify their sharp distinction between the two (or more?) aspects. What nonknowledge aspect is so distinct and central that Hayek’s elaboration of the knowledge aspect is diversionary and, to use Hoppe’s words, “false, confusing, and irrelevant,” “absurd,” and “nonsensical”? I ask the impartial reader to find any passages in which Salerno, Hoppe, and Herbener have squarely faced my challenge. Have they not, instead, merely obfuscated their failure to do so?
Of course arithmetic enters into economic calculation. People making business (and consumer) decisions use arithmetic all the time. Herbener makes much of people’s not being able to add apples and oranges. Money prices are needed for calculation, for commensurability, for arithmetic, for comparing values and costs and, for recognizing gains and losses. Sure, all this is a standard part of the logic of the market and money. It is a standard part of the argument about why socialism could do nowhere near as well as capitalism in putting scattered knowledge to use. But none of this helps refute my refutation of a supposed sharp wedge between the positions of Mises and Hayek.
Herbener’s points about incommensurate units (apples and oranges) are further symptomatic of a particular style of argument worth identifying so that readers can recognize it when it occurs. I am not aware of any generally accepted name for it, but having one would be useful. Anyway, it works this way. Make lots of valid statements as if they were highly relevant to the issue at hand and as if one’s opponent in discussion were nevertheless ignorant of them. These valid points, in the present instance, are roughly of the nature of 2 + 2 = 4, grass is green, demand curves slope downward, and private property is essential to a decently-functioning economy. Perhaps the unalert reader, after agreeing with valid (but diversionary) points for page after page, will get the impression that they demolish the opponent against whom they are ostensibly deployed. (Sometimes, though not in the present instance, this style of argument carries a further twist: even though the facts and figures deployed are not really relevant, make them detailed, numerous, and recondite enough to foster the impression that the speaker or writer is a consummate expert on his topic.)
Not only on the socialist-calculation issue but on the other topics also, Salerno, Hoppe, and Herbener, like Rothbard before them, work to distinguish between Hayek’s and Mises’s positions. (I particularly have in mind articles on “dehomogenization” in various issues of this Review.) A reader not very familiar with Austrian economics might get the impression that Hayek-bashing is under way. Surely (or so I hope, anyway) no one wants to let this impression prevail.
I’ll try to conclude what I hope is the entire debate in this Review. On any reasonable interpretation of exactly what calculation means in the debates over socialism, calculation is closely intertwined with the development and use of knowledge. One ill-serves Mises’s reputation and ill-serves understanding of momentous issues by trying to drive a wedge between Mises and Hayek, specifically, by imagining and overemphasizing (yet not specifying) some aspects or other of calculation crucially distinct from the knowledge aspects on which Hayek elaborated, all while disparaging Hayek’s elaborations. A correct understanding of the socialist-calculation problem is important to economic theory, the history of economic thought, twentieth-century economic history, and future policymaking. I hope that we respectful students of Mises, Hayek, Rothbard, and other great Austrian economists can subordinate polemics among ourselves and can collaborate in achieving and spreading this correct understanding.
Leland B. Yeager is professor emeritus at Auburn University. He thanks Paul Cwik, Roger Garrison, and Roger Koppl for discussions and other assistance. He thanks Israel Kirzner for an advance copy of “Reflections on the Misesian Legacy in Economics,” a highly pertinent paper that now has appeared in the Review of Austrian Economics 9, no. 2 (1996): 143–54.
1Jeffrey M. Herbener, “Calculation and the Question of Arithmetic,” Review of Austrian Economics 9, no. 1 (1996): 151–62; Hans-Hermann Hoppe, “Socialism: A Property or Knowledge Problem?” Review of Austrian Economics 9, no. 1 (1996): 143–49; and Joseph T. Salerno, “A Final Word: Calculation, Knowledge, and Appraisement,” Review of Austrian Economics 9, no. 1 (1996): 141–42.
2I am informed that these authors wrote their contributions separately and that Hoppe did not even have my “Rejoinder: Salerno on Calculation, Knowledge, and Appraisement,” Review of Austrian Economics 9, no. 1 (1996): 137–39, in mind. Nevertheless, their comments, especially happening to appear together immediately following my “Rejoinder,” foster an impression that, along with their substance, requires correction.
3Leland B. Yeager, “Mises and Hayek on Calculation and Knowledge,” Review of Austrian Economics 7, no. 2 (1994): 93–109.
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9Friedrich A. Hayek, “The Use of Knowledge in Society,” American Economic Review 35 (September 1945): 519–30. Reprinted in idem, Individualism and Economic Order (London: Rout-ledge and Kegan Paul, 1949), pp. 77–91.
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BOOK REVIEWS
Perfect Competition and the Transformation of Economics. By Frank M. Machovec. New York and London: Routledge, 1995
Professor Machovec of Walford College has written what might be called a monograph in the history of economic thought, dealing with the economic profession’s adoption of the general equilibrium theory as the starting point of all economic analysis. He argues that this revolution, which took place in the 1920s, radically altered the way economists would come to view economic phenomena. The acceptance of this new “paradigm” meant the abandonment of specific ideas associated with classical economics.
The importance of this book is Machovec’s documentation of how the adoption of empirical methodology leads to the abandonment of key classical concepts and leads to the adoption of an anti-market bias. “The classical description of the market process—a broad tapestry which explains much but provides no concrete mathematical predictions—came to be considered useless and thus was no longer defined as a legitimate theory in the sense of positive science” (p. 269). Having abandoned the view of the market as an ongoing process of resource allocation, the way was clear for the adoption of utopian and activist policies.
Machovec discusses anti-trust law and international trade as areas where unintended and disastrous results have also occurred as a result of the link between the methodology of the economists and their policy recommendations. Quoting Hahn, “it is the models that lead people to view the economic systems as they do” (p. 309).
International trade and development economics is another area where the knowledge and wisdom of classical economists have been ignored or abandoned, leading to specific policy recommendations which, when practiced, cause disastrous, unintended results. “We should not underestimate the damage wrought by Walras’s entrepreneurless and, hence, non-market vision of the economy, a vision which has made intrusions by government appear efficacious in far more areas than would otherwise be the case” (p. 305).
Those who have become dubious of the government’s interference in the market will appreciate the insightful connection between the question of methodology and the type of government policies engendered by that methodology, the discussion of the intellectual history of the profession and the explanation of how the profession has come to its current state is one of the most interesting and useful portions of Perfect Competition.
The adoption of general-equilibrium theory has trained economists to look at problems in a certain narrow way. Professor Machovec defines five distinct areas where adoption of the perfect-competition model has had deleterious results: an explanation of price change, modeling and predictability, the re-definition of monopoly, and the dependence on central planning in international trade. Price change, and its significance, is a key classical concept which Machovec argues was abandoned as a result of the adoption of Walras’s perfect-competition model. The classical economists viewed price changes as the result of entrepreneurial initiative in the way of new products, methods, and elimination of imperfect markets by arbitrage, etc. After the adoption of Walras’s model, all prices were assumed to be at equilibrium and were changed only by exogenous forces outside normal market dynamics. This assumption led to the questionable attempt to mathematically determine production levels. An additional notion of the classical economists which the neoclassical economists abandoned was the important role of the entrepreneur as the innovative force driving the economy, and the idea of the consumer as the ultimate and final source and authority for deciding through the price system which goods get produced and in what quantity.
The acceptance of Walras’s equilibrium theory leads logically to the now-common practice of modeling and prediction. “For the classical case, in which information is revealed incrementally, the equilibrium price vector is solely an ex post phenomenon and hence cannot be determined (calculated) ex ante. . . . The culmination of such a process is a set of equilibrium prices and quantities different from those yielded mathematically by Walras’s system of simultaneous equations, yet Walras erroneously believed that his model’s prices were identical to the market’s equilibrium prices”(p. 5).
The abandonment of the view of entrepreneurship as a benefit to society and the adoption of equilibrium, Machovec argues, redefined the role of the entrepreneur as harmful under the static models of the neoclassical economists. Machovec shows the effect this has had on anti-trust policy in the way of Supreme Court decisions. Machovec echoes Coase: “As static neoclassical models became understood by jurists, business practices whose efficiency rationales were subtle—and hence not easily explicated by defense teams—were routinely yet incorrectly imparted to the existence of monopoly power. More harm than good has flowed from the inflexible application of the perfect-competition benchmark as ‘the measure against which particular [anti-trust] policy and actions are first tested’” (p. 201). The classical economists viewed the market as a self-regulating mechanism against monopoly if there was ease of entry. The substitution of a different criterion as opposed to the “ease of entry” of the classical economists led to anti-monopoly legislation which was not in the best interest of the consumer. He quotes Baumol and Ordover, “Anti-trust can and probably does serve as a vehicle for rent seeking and as a means to prevent ‘unfair competition,’ meaning any competition that threatens to make life uncomfortable for rivals . . . To this extent, rather than promoting static efficiency, anti-trust legislation may serve to undermine it” (p. 228). The result has been anti-trust legislation which has failed to encourage competition to the detriment of the consumer.
In the same vein of anti-trust legislation, Machovec details how similar counter-productive policies have resulted in the area of international trade, and shows the important connection between methodology and policy. The overall result of Walras’s influence has been an anti-free-market prejudice and a statist activist government bias. One can only conclude that the understanding of the classical economists has to some extent become almost a body of lost knowledge. The frightful idea lurking in the background from all this is that the economics profession is filled with PhDs who view their profession as the exercise of the correct “test” from their “toolkit” but actually have little conceptual understanding of economics.
On balance, despite the excellent scholarship and informative history, the book is not without its flaws. Perfect Competition was sponsored in part by the Austrian economics program at New York University, and one can no doubt safely assume a fair amount of familiarity on the part of the author with the works of Carl Menger and the methodological positions of the Austrian economists. Although Professor Machovec’s criticisms may ring with resonance in the hearts of Austrian economists, it would be a mistake to count Professor Machovec among the members of the Austrian school. He explains, “As one who holds undergraduate degrees in mathematics and meteorology, I am an equivocal supporter of the value of formalism in economics. I fully concur with Jevons’s observation that in a discipline devoted to the study of small marginal effects, the widespread employment of calculus is inescapable” (p. 9). We do not have here an author who is calling for a fundamental change in the method and philosophical foundations of the discipline, but rather a reform in the de-emphasis of general-equilibrium theory. “My purpose, however, is not to criticize the abstract nature of perfect competition nor the model’s frequent employment as an analytical tool. I readily concede that equilibrium models play a cardinal irreplaceable role in the study of the process of competition. My primary objective is to demonstrate that the adoption of perfect competition as the benchmark—and the employment of static models as the only acceptable engines of market analysis—combined to transform . . . economics!” (p. 9).
The author fails to follow the force of his argument to its compelling conclusion: the rejection of empirical methodology. He is content instead to merely suggest a de-emphasis of the perfect-competition theory. But this recommendation is inconsistent, and fails to deal directly with the fundamental flaw and problem of the economics discipline and that is the adoption of the method of physics on a foundation of positivist presuppositions.
Only the Austrian school of economics has carried on the methodological tradition of the founders of economics. The problems and waning prestige of the economics profession will continue until the Austrian methodological position is once again the accepted orthodoxy.
Perfect Competition and the Transformation of Economics, despite this flaw, is a valuable and worthwhile contribution to understanding the history of economic thought and will be enjoyed for its informed insights and trenchant analysis.
William D. Curl
Mayport, Florida
Pop Internationalism. By Paul Krugman. Boston: MIT Press, 1996
Paul Krugman owes much of his considerable reputation as an economic theorist to “new trade theory.” In contrast to traditional trade theory, supporters of the new view deny that free trade is always advantageous: the exceptions largely concern cases of “increasing returns.” “It’s obvious that the new trade theory introduces the possibility that government action can, in effect, create comparative advantage” (p. 110). Government action does this, one gathers, by promoting large-scale production in industries where increasing returns obtain. In pursuit of this end, tariffs may be a useful tool; such is the new wisdom of “strategic trade policy.”
Krugman does not renounce the new theory—far from it. With forthright immodesty, he declares the new “sophisticated” theory, of which he was a principal developer, “part of the mainstream of economic analysis” (p. 109). But he dislikes intensely the use that has been made of the new theory by writers he damns as incompetent and economically illiterate.
The writers who arouse our author’s ire include Robert Reich, currently Secretary of Labor, and the MIT economist Lester Thurow. They wrongly think of international trade as if it were a “zero-sum” game, to use a phrase from the title of a best-selling book by Thurow. In this view, one party’s gain in trade is another’s loss. Trade becomes an instrument of economic warfare.
In fact, of course, the situation is quite otherwise. Trade does not take place unless both parties expect to benefit from it; unlike war, the gain to one party does not depend on the loss of another. Further, trade can still be advantageous even if one country is, in all goods traded, inferior in productivity to its trading partner. As David Ricardo long ago demonstrated, “a country will always find a range of goods in which it has a ‘comparative advantage’” (p. 91).
Proponents of strategic trade make a great deal of fuss about the supposed need for international “competitiveness.” This elusive concept appears to consist, in large part, of a nation’s having a “favorable” balance of trade. Krugman isn’t buying: “Both in theory and practice a trade surplus may be a sign of national weakness, a deficit a sign of strength” (p. 6). Contrary to widespread belief, deteriorating terms of trade have not been “a major drag on the U.S. standard of living” (p. 8).
Wherein lies the fundamental fallacy of the strategic traders? They think of nations as if they were rival firms in competition for a market. But “countries do not compete with each other the way corporations do . . . the major industrial countries, while they sell products that compete with each other, are also each other’s main export markets and each other’s main suppliers of useful imports” (p. 9). International trade should not be viewed, in a parody of Clausewitz, as “the continuation of war by other means,” our new traders to the contrary notwithstanding.
Krugman’s case may in one respect elicit surprise. As he himself is at pains to stress, he is saying nothing new. He merely restates and reiterates commonplaces of economic analysis. Here precisely arises the element of surprise. Why do such elementary points require restatement in this day and age? Surely authors of the stature of Reich have already taken account of them.
In fact they have not. Krugman mercilessly exposes many supposed eminences as ignoramuses of the first order. He comments, for example, on a passage on international trade by the Yale historian Paul Kennedy as follows: “did you find the quotation from Professor Kennedy hysterically funny. . . . Kennedy feels that he is in a position to discuss the idea of comparative advantage . . . without understanding the idea” (p. 86). Readers will discover that this hapless historian is but one of many offenders.
Students of Austrian theory will be reminded of a case that closely resembles the situation Krugman has depicted. After Mises argued that economic calculation under socialism is impossible, sophisticated economists, notably Oskar Lange and Abba Lerner, devised models of so-called market socialism which, they claimed, could accomplish the task of calculation.
In my view, Mises and Hayek more than adequately dispatched these models. But, regardless of how one judges the dispute, there is another point that demands attention; and here is where the parallel with Krugman’s case arises. The Lange—Lerner models were abstractions that bore no relation to actually existing socialist economics. Even if correct, they would have no bearing on the question, can socialism in the actual world solve the calculation problem?
Nevertheless, socialists acted as if the mere existence of these models sufficed to dispose of the calculation problem. In like manner, the strategic traders take the very limited claims of the new trade theory to have demolished altogether the basic Ricardian case for free trade. The plans of Reich and company are not correctly derived from the new theory. Nevertheless the mere existence of the new account somehow is supposed to redound to their benefit.
Readers who do not like loose ends may be inclined to raise a further point. Just as the Lange—Lerner models do not succeed in answering Mises (or so Austrians would claim), is there likewise a fallacy in the arguments of Krugman and his fellow new traders that the case for free trade is in theory flawed?
To answer this far exceeds my competence; and Krugman’s devastating ripostes should be sufficient warning against any temptation to stray across disciplinary boundaries. But I shall venture one remark about the normative implications of the new theory, which our author acknowledges “are much more controversial” (p. 110) than the descriptive part of the theory. Krugman informs us that “clever government intervention cannot only shift the pattern of comparative advantage, but also do so in a way that raises the intervening country’s real income at the expense of other countries” (p. 110). Those who have taken their Mises and Rothbard to heart may wonder why “a country’s real income” has any place at all in a sound welfare economics.
Throughout his book, Krugman has been concerned to assert the prerogatives of economic theory. Those not expert in these deep matters should not presume to comment on them. Our author’s claim to authority rests on indisputable credentials; but at one point, I venture to suggest, he has gone beyond his area of specialized knowledge.
In defense of the Nafta Agreement, Krugman admits that Nafta supporters “considerably glamorize the reality” of the treaty’s supposed economic benefits. In fact “NAFTA will . . . produce only a small gain in overall U.S. real income” (p. 157).
Why, then, does Krugman wax enthusiastic over the arrangement? For him, Nafta is primarily a foreign policy issue; it is needed to promote the stability of the Mexican government. “For the United States, this agreement is not about jobs. It is not even about economic efficiency and growth. It is about doing what one can to help a friendly government succeed” (p. 165). If Krugman is right about Nafta’s lack of economic impact, then he exits the scene as an expert on the treaty’s merits. Prima facie, his opinions on foreign policy merit no more consideration than those of any other layman. Those less inclined than our author to view the Salinas government as a fit object of idolatry need here pay him no heed.
David Gordon
Ludwig von Mises Institute
The Road From Serfdom: The Economic and Political Consequences of the End of Communism. By Robert Skidelsky. Allen Lane: Penguin Press, 1996
If Robert Skidelsky is right, the twentieth century has been dominated by a conflict that ought never to have happened. Throughout most of the century, collectivism was the order of the day. (By a collectivist society, Skidelsky means “one in which state purposes have replaced private purposes in shaping economic and social life” [p. 17]). No longer, American and European intellectuals held, could a nation’s economy be entrusted to private enterprise. The immense efforts at national unity manifest during the world wars, not to mention the glories of Bolshevism, demonstrated what state direction could achieve. Only since the 1980s has this roseate view of state power encountered attacks among the self-styled intellectual elite.
As Skidelsky fully recognizes, collectivism from the first was a false path. “Enrico Barone (1908) and Ludwig von Mises (1920) had argued that efficient Communism was an impossible dream because if all capital were publicly owned there would be no market for capital goods in terms of which competing investment projects could be properly costed” (p. 80). Incidentally, Skidelsky deserves credit for defying the legend, propagated by Schumpeter, that Barone had refuted Mises in advance of his 1920 article.
True enough, not all collectivism takes the explicit form of socialism. But, as Mises also demonstrated, intervention offers no “third way” between capitalism and a fully-collectivized economy. Interference with the market inevitably fails to secure the results its advocates promise. Faced with failure, the government must either retreat to the market or press on with further intervention, in a futile effort to repair the damage. If the government endeavors to pursue the interventionist “cure” for the selfsame disease, the result eventually will be socialism.
But if the socialist calculation argument is right, how did socialism manage to survive in Soviet Russia for 70 years, apparently confounding its critics? Skidelsky appeals in reply to a surprising source, John Maynard Keynes. Our author, an outstanding biographer of Keynes, has pursued for many years the quixotic project of proving Keynes to be a classical liberal. In the course of his futile quest, Skidelsky has succeeded in uncovering some genuine insights in Keynes’s work.
Concerning the Soviet economy, Keynes, in his Short View of Soviet Russia (1925) notes that “[e]xploitation was accomplished by the state’s procurement policy. Their import and export monopoly and virtual control of industrial output enabled ‘the authorities to maintain relative prices at levels highly disadvantageous to the peasants. They buy his wheat from him much below the world price, and they sell him textile and other manufactured goods appreciably above the world price’” (p. 51, quoting Keynes).
Thus the Soviet state, established in protest against alleged capitalist exploitation, maintained itself precisely through exploiting the peasants. By this means, and other types of predation, the Soviet government staved off, though it could not ultimately escape, the disaster foretold by Mises. Though the Soviet economy operated at a low level of efficiency, it did, after all, function, and this was enough for those enamored of planning. The features of the Soviet economy that Keynes identified “were to form the core of the economic policies of most developing countries in the 1970s” (p. 51).
But here an objection is likely to strike the reader. If a socialist economy can limp along for a period of time, what is so good about that? How can anyone rationally prefer planning to the abundance a free economy provides? Skidelsky, adopting the term of Sir John Hicks, argues that modern collectivist regimes have reverted to the “revenue state” of pre-capitalist times. In these, “the wealth of subjects and foreigners alike was considered fit for rulers to command at will, for their greater power, splendor, and prestige” (p. 27). Readers of libertarian bent will not fail to note the parallel between Skidelsky’s and Hicks’s claim and the Oppenheimer—Nock view of the state as predator.
But more than the self-interest of predators is required to explain the sway of collectivism. Skidelsky assigns much of the blame to leftist intellectuals, entranced by the prospect of reconstructing society to their liking. “Collectivism was an intellectual construction . . . largely created by a new class of social philosophers, engineers and scientists, often made up of marginal academics, who saw themselves as a rational directing elite ‘above class’” (p. 39).
Skidelsky has expertly diagnosed the key economic problem of our time, and the remedy appears obvious. If collectivism, doomed to inefficiency, exists principally to benefit exploiters, must it not at once be replaced with a complete system of free enterprise capitalism? Since socialism cannot work, and interventionism leads to socialism, what other choice remains?
Unfortunately, for our author, matters are not so simple. He himself, it transpires, accepts a considerable measure of interventionism. “The failure of collectivism everywhere led to the mistaken view that the state could do almost nothing and the market almost everything. Yet the theory of the liberal state is built on the concept of market failure. We need states because there are missing or failing markets” (p. 187). Like almost all economists save Austrians, Skidelsky thinks that the free market cannot efficiently produce public goods.
Further, like his master Keynes, our author contends that government action is needed to remedy the vagaries of the business cycle. “Economies can linger in a situation of ‘underemployment’ for a long time till something turns up which causes entrepreneurs to regain their optimism” (p. 73). Left to itself, the market falls victim to irrational changes of mood by speculators.
This is not the time or place to examine fully Skidelsky’s case against the market. I confine myself to two observations. If, as our author thinks, the free market cannot supply public goods, how can it be that “public goods theory gives an elegant explanation of the social contract” (pp. 21–22)? Why would not the same public-goods problem block a social contract to establish a state? And if resources are misallocated owing to “inescapable uncertainty,” how can Keynes be said to have “established the possibility of ‘underemployment equilibrium’” (p. 73)? Surely what is here described is a state of disequilibrium.
These observations of course do not suffice to overturn Skidelsky’s indictment of the market. But this is not the key point at issue. For suppose Skidelsky is right. Then exactly the case against intervention he has elsewhere in the book so eloquently advanced tells against his own proposals. The interventions he favors will necessitate more and more supplementary interventions, and the result will be the collectivism Skidelsky deplores.
Our author would no doubt dissent. The interventions he supports, as opposed to those the collectivists demand, are strictly limited. But I doubt that this contention can be sustained. The category “public goods,” in his usage, is not well-defined, and a virtually-unlimited statist agenda can be squeezed within its confines. And collectivists have been quick to seize upon Keynesian fiscal policy to advance their cause.
Skidelsky’s devotion to a free society cannot be doubted, but his attempt to discover in Keynes the savior of capitalism is a fata morgana. In the pursuit of his case, though, our author explores an issue that Austrians will find of major importance. As the title of his book suggests, Skidelsky has been much influenced by Hayek; and he attempts to show that his own support of a “mixed” capitalist system echoes Hayek’s views.
In this endeavor, he achieves considerable success. During World War II, Hayek endorsed Keynes’s plan for “progressive taxes and deferred pay” (p. 74). Further, in The Road to Serfdom, Hayek “was careful not to identify economic liberalism with laissez-faire—a mistake made by liberal thinkers in the nineteenth century. . . . Hayek himself thought that a world government would be needed to entrench economic liberalism internationally” (pp. 81–82). Connoisseurs of the Mises—Hayek dehomogenization dispute, take note!
Whatever one’s disagreements with our author’s view of the market, one can only admire his grasp of the details of the collectivization debate, and his ability to illuminate historical events by means of economic theory. His account of the debate between Jeffrey Sachs and John Gray on “shock therapy” (pp. 167–73) is especially valuable.
David Gordon
Ludwig von Mises Institute
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ARTICLES
The Option Clause in Free-Banking Theory and History: A Reappraisal
Parth J. Shah
Banks under a free-banking system, like banks with fractional reserves under any other system, are susceptible to runs. Free-banking theorists maintain that the option clause would be one effective means of dealing with runs on banks. The option clause, printed on banknotes, would allow banks to defer redemption of their notes provided they pay interest for the period of deferment. The clause would enable banks to protect their liquidity in the face of an unexpected increase in demands for redemption, and allow them time to adjust their portfolios. To make the clause notes acceptable to the public, banks would likely promise to pay interest at a rate higher than the market rate for the period of deferment. This penalty rate would dissuade banks from misusing the option clause. The clause therefore could serve as a crucial stabilizing mechanism for a free-banking system.
Historically, eighteenth- and nineteenth-century Scotland (White 1984), Sweden (Jonung 1985), and Canada (Schuler 1988) serve as examples of free-banking systems that have employed option clauses. Among the three, the Scottish free-banking experience furnishes the most detailed information on the use of the clause (Dowd 1988, 1991; Gherity 1995). In Scotland, the clause was first adopted in 1730 by the Bank of Scotland to protect itself against “note duels” initiated by its new rival, the Royal Bank of Scotland. It was, however, outlawed in 1765.1 Despite its short duration, the Scottish experience is generally cited as an illustrious example of the operation of the option clause in a free-banking system.
Modern free-banking theorists who view the overall Scottish experience as exemplary, consider the option clause a desirable market solution to the problem of unexpected demands for redemption (White 1984, pp. 28–29; Selgin 1988, pp. 161–62; Selgin and White 1994, p. 1726; Dowd 1988). Cowen and Kroszner (1989) and Sechrest (1993, pp. 79–93; 1988) have been skeptical in interpreting the Scottish experience as that of “genuine” free banking.2 They do, however, share with the previous group the view that the option clause was an important, effective, and desirable innovation. There seems to be a consensus among the free-banking theorists on both issues: one, of the historical usefulness of the option clause in protecting the Scottish banks from runs and “note duels,” and two, of its desirability in any future free-banking system as a stabilizing mechanism.3
Despite the consensus, a description of the exact working of the option clause either theoretically (logically) or historically is missing. A focus on the mechanics of the option clause raises doubts about its alleged historical usefulness and its desirability in any future free-banking system. When one tries to work out what exactly happens after a bank invokes the clause—the mechanics of the clause—several questions arise that the proponents have so far left largely unanswered. How would a bank distinguish notes presented for redemption from ones that were not? Would invocation of the clause apply only to notes or also to deposits? Would the bank refuse conversion of deposits into notes? If the bank allows customers to convert their deposits into notes, wouldn’t all customers convert to earn the penalty rate of interest? Would the bank then be compelled to pay the penalty rate on all its notes and deposits? In order to earn that rate, people would have to hold on to the notes and deposits. What would they then use to carry out transactions?
An understanding of the mechanics of the option clause brings the costs of using it into sharper focus. These costs must then be balanced against the benefits of the clause.
Benefits of the Option Clause
The origin of the option clause points directly to its use in making “note duels” ineffective, thus largely eliminating a potential source of instability in a free-banking system. When a rival bank presents large amounts of notes for redemption, exercise of the clause would foil its attack. Moreover, anticipation of its use would prevent any rival bank from even attempting a note duel.
The clause elicits a stabilizing response not just from rival banks but also from the public. Dowd (1991, p. 763) argues that the clause would “reduce the pressure on the public to participate in bank runs, and make bank runs both less likely and less damaging (to everyone concerned) if they do occur.” Without the clause, any strong fear of a bank run would induce noteholders to start a run as they would suffer losses by not being first in line. The option clause, in fact, gives “an interest ‘bonus’ for not being first in line” (Cowen and Kroszner 1989, p. 5). If others demand redemption and force the bank to invoke the clause, the noteholders back in line would earn a penalty rate of interest. “Hence, the option clause helps to convert speculative demands for redemption from the destabilizing force they are under full convertibility to a stabilizing force that protects the banks’ reserves when they are run down” (Dowd 1991, p. 764).
By aiding individual banks in handling runs on their base money, the option clause also contains a bank run from spreading to other banks—the contagion effect. Banks’ exercise of the clause prevents any system-wide liquidity crisis; bank runs do not turn into banking panics. The clause therefore diminishes the need for a lender of last resort.
Use of the clause also strengthens the bank’s liquidity position by a process that has been overlooked in the literature. Notes issued by the bank that has invoked the clause would bear a penalty rate of interest. But given the difficulties in calculating interest at each transaction, those notes would not circulate freely as media of exchange. People would hold on to those notes to earn interest and the bank would enjoy reduced demands on its reserves. The bank would also experience a more favorable clearing against other banks at the clearinghouse, since its notes would be held and not passed on to the customers of its rival banks. Notes of the rival banks would be in use as before, so the bank would acquire more than the usual quantity of them. By redeeming those notes, it would be able to acquire specie from other banks in the system. This would help strengthen the bank’s liquidity position.
Henry Meulen (1934, pp. 77–81) argued that the use of the option clause would lead to more efficient financial intermediation by the banking system. The clause would allow banks to replace the specie in circulation by paper, and would enable banks to further expand credit by releasing funds tied up in reserves.4 By reducing the threat of sudden demands for redemption, the clause would permit banks to hold proportionately less specie, or to expand their liabilities proportionately more.
Dowd (1991) contends that the clause plays a stabilizing role in the market for “gold bills,” which are promises to pay gold in the future. Banks would initially demand gold on the spot market to meet the large redemption demands.
As the demand for spot gold continues to rise, the price of [gold] bills would fall to encourage holders to lend it and to discourage spot demands. . . . If it continued to fall and banks had the option clause, there would come a threshold point at which banks would suspend convertibility. The falling price of bills implies a rising gold interest rate, and the banks would suspend when that interest rate began to increase beyond the interest rate they would have to pay if they suspended the convertibility. Once that point has been passed, the banks could make a profit by suspending and effectively borrowing from the public at a fixed interest rate (i.e., the compensatory rate they would have to pay to noteholders), and then lending out their gold reserves. The public would be able to calculate when the banks would intervene, and rational speculators would appreciate that this intervention would almost certainly stop the price of gold bills from falling further. . . . [T]he banks’ anticipated intervention when bill prices hit the threshold point ought to be more than sufficient to break the price fall. The bear speculators would almost certainly cut and run before the banks intervened, and the price of gold bills would fall to normal. It would be the threat of intervention, rather than the intervention itself, that would stabilize the market. This shows how effective option clauses can be even if they are never invoked. (Dowd 1991, pp. 764–65)
The effectiveness of the clause in reducing the threats of note duels, bank runs and panics, and adverse speculation in the market for gold bills leads Dowd (1993, p. 25) to consider the clause as one of three distinctive features of “a highly sophisticated free-banking system.” He further maintains that the theoretical advantages of the clause are borne out by the Scottish free-banking experience before 1765 (1988, pp. 330–31). In their survey article on free banking, Selgin and White (1994, p. 1729) conclude that the option clause is a “type of run-proofing” contractual arrangement.5
Incentives for Being First in the Redemption Line
The option clause, as the proponents maintain, allows for “orderly suspension” and lessens the need for noteholders to be first in line during any liquidity crisis. It actually pays an “interest bonus” for not being first in line. These incentives are crucial for the alleged benefits of the clause.
The incentives for not being first in line must be counterbalanced by two other concerns: one, the default risk, and two, the price of “waiting.” Notes on which the clause is invoked would earn an interest compensation, but payment of the principal or the interest is not guaranteed. The clause does not promise that the bank would not declare bankruptcy during the deferment period. In fact, by invoking the clause, the bank has already signaled difficulties regarding its portfolio. Noteholders must then weigh the prospects of the bank’s closure—the default risk—against the promise of interest payment.
Moreover, the whole of the interest payment is not a “bonus” to noteholders. They would have to wait for a period of time before receiving the specie. The price of “waiting” is generally positive—specie today is worth more than specie later. The market rate of interest can be taken as reflecting the price of waiting. So only that part of the interest payment that is more than the market rate of interest is a “bonus” to noteholders.
Noteholders would take into account the default risk and the price of waiting in deciding whether they want to be first or last in the redemption line. The sum of the default risk premium and the market rate of interest (the price of waiting) must be smaller than the interest rate offered on the clause, in order to keep noteholders away from the line. One could know the market rate of interest and the clause rate, but the default risk premium is determined subjectively by individual noteholders. In light of these issues, it is not obvious that the clause would always dissuade noteholders from ever being first in the redemption line.6
Mechanics of the Option Clause Use
The proponents of the clause do not describe what chain of events actually occurs after it is invoked. To understand the mechanics of the clause or the logic of its operation, it is instructive to consult some actual experience of its use.
Banknotes Turn into Bonds
Consider first the actual text of a typical option clause used in Scotland: “pay the bearer one pound sterling on demand or, in the option of the Directors, one pound sixpence sterling at the end of six months after the day of the demand & for ascertaining the demand & option of the Directors, the accomptant & one of the tellers of the Bank are hereby ordered to mark & sign this note on the back of the same” (Checkland 1975, p. 67; printed on Bank of Scotland notes, capitalization adjusted). This description indicates that the typical deferment period on the clause was six months with an interest payment of 2.5 percent (annual rate of 5 percent). It also tells us that the notes on which the clause was invoked were marked and signed individually.
The text does not tell us whether the notes on which the clause was invoked were returned to the holders or kept by the bank and returned with interest at the end of the deferment period. In any case, the notes were effectively turned into interest-bearing bonds. “Calculating the gradual accrual of interest on a stamped note would entail transactions costs probably disqualifying it from continued use as an ordinary medium of exchange. . . . [T]he note would disappear as part of the active circulating medium” (Yeager 1993, p. 322). As argued earlier, this would help the bank achieve favorable clearing at the clearinghouse against other banks. By the same token, the noteholders would begin to use other banks’ notes as media of exchange, and the invoking bank would lose its share in the market for banknotes. This could turn out to be a permanent loss if the bank’s customers decide to continue with other banks’ notes. The cure could become worse than the disease.
Yeager (1993, p. 322) also raises concerns about the macroeconomic consequences of whether and how the sudden increase in the demand for other banks’ notes would be met. Alternatively, one must consider the macroeconomic consequences of the sudden fall in the quantity of transaction media. Invocation of the clause turns banknotes into bonds, thus effectively removing them from their use as media of exchange.
Announcement Effect
A bank’s exercise of the clause serves as a public announcement of its liquidity problems. In the old days, the announcement might not have spread too far from its headquarters, but today it would be an invitation to all its noteholders to make a run—a run, not to redeem their notes for specie (“note run,” as conventionally labeled), but to convert the notes into bonds (“bond run”). They would run to get their notes “stamped” as quickly as possible to trigger the accrual of interest.
The bank can avoid this “bond run” if it simultaneously announces that all outstanding notes would accrue interest. The bank then converts its non-interest-bearing liability (notes) into an interest-bearing liability (bonds). In other words, the bank reborrows from its noteholders the full amount of its note liability at the penalty rate of interest. The size of this borrowing may or may not be optimal. The announcement effect of the use of the clause does not allow the bank flexibility in choosing the optimal amount on which to pay the penalty rate. It is compelled to pay that rate on all its outstanding notes.
Yeager rightly observes:
Modern conditions differ from those of eighteenth-century Scotland. Banks in a temporary liquidity bind have better opportunities for raising funds, as by borrowing on the interbank market, selling liquid securities, and attracting deposits by increasing the interest rate offered. The possibility of obtaining semi-forced loans from noteholders is less important than it once might have been. (1993, p. 322)
Note Runs Turn into Deposit Runs
A note run is an attempt to convert notes into specie, and a deposit run is an attempt to convert deposits into notes. In a free-banking system with private issue of notes, a deposit run generally does not present any significant problem; banks could easily change the form of their liability from deposits to notes. Ultimately what matters is the size, not the composition, of banks’ liabilities.
A bank’s use of the option clause to control a note run would most likely create a deposit run. The uncertainty about the bank’s soundness that caused the note run would also infect its deposits, since people would not want to hold a suspected bank’s liabilities in any form. They could withdraw their deposits either by transferring them to other banks or by converting them into notes (which would then become bonds). The transfer of deposits to other banks would lead to severe adverse clearings at the clearinghouse, eventually increasing demands for specie by the other banks. The clause would probably not help the bank at the clearinghouse.7 If people convert their deposits into notes, the bank would incur the costs of printing new notes and of “stamping” them. The bank could avoid these costs, and thereby the deposit run, by agreeing to pay the penalty rate on both notes and deposits.
The bank ultimately ends up suspending redemption of all its liabilities and paying a penalty rate on them. If the bank had borrowed funds from somewhere else, then it could possibly have met the crisis by reborrowing less than its total liabilities. However, the clause compels it to reborrow the full amount of its liabilities at a penalty interest rate. It is an all-or-nothing decision; the bank cannot make adjustments at the margin.
The proponents seem to think that after invoking the clause and thereby containing the crisis, the bank would continue to carry out its business as usual.8 But the logic of the clause would actually require the bank to suspend its transaction services. This suspension puts its customers at great inconvenience by requiring them to find substitute media of exchange on short notice.
Payment of Interest on the Option-Clause Notes
How does a bank actually pay interest at the end of the deferment period on the notes on which it had invoked the clause? The Bank of Scotland was supposed to have paid interest to its noteholders at least three times for the suspensions in 1704, 1715, and 1728. Details on these payments are difficult to find. In the absence of branches, collection of the payment must have been a rather difficult task for noteholders, unless they were located relatively close to the Bank. The overall transaction costs in paying the interest seem substantial in comparison to the average amount of interest payment involved. The costs to the bank are of verifying the notes, counting them, and calculating interest; costs for the noteholders are of safe-keeping of the notes, and then of the travel to the bank. To put some reasonable numbers on this scenario, suppose that an average noteholder with £ 100 of notes would earn interest of £2.50 for a six-month deferment at 5 percent. How favorably does this sum compare with the transaction costs?
Moreover, noteholders (or rather bond holders) would have little incentive to present notes (bonds) to collect interest payment. The notes earn above-market interest, and customers would certainly have found other transaction media during the deferment period. How would the bank “de-stamp” the notes? Why would the customers convert the bonds back into notes?
All these practical problems with the workings of the clause lead one to inquire about the details of its operation during its historic use. Modern free-banking literature is rather silent on the mechanics of the clause in Scotland; it merely asserts its historic usefulness. Was the clause ever actually used as intended by its modern proponents?
The Option Clause in Scotland
The Scottish parliament chartered the Bank of Scotland in 1695 with a legal monopoly in banking and note issue. The monopoly powers expired in 1716 and the business of banking became open to new entrants. The Royal Bank of Scotland acquired its charter in 1727, and from the first day both banks “opened a brisk duel in which the combatants used each other’s notes as missiles” (Munro, quoted in White 1984, p. 25). The Royal Bank collected Bank of Scotland notes against its own and then presented them for redemption. The Old Bank—the Bank of Scotland—suspended convertibility for eight months to put its finances in order. During this time, allies of the Royal Bank brought a suit against the Old Bank for its failure to honor the promise to pay specie. “After much legal wrangling the note holder’s right of ‘summary diligence’ or immediate payment on Bank of Scotland notes—a right stipulated in the bank’s charter—was upheld” (White 1984, p. 26). In response to this new legal environment, the Old Bank for the first time inserted an option clause on its notes in 1730.
The innovation of the option clause was due to a legal and not an economic necessity. Beginning with the first run in 1704, the Old Bank had acted as if it had the option clause. The Bank suspended convertibility and “set an important precedent by announcing at the time of suspension that all notes would be granted 5 percent annual interest for the period of the delay. . . . The same policy was adopted for the eight-month suspension following a run during the civil unrest of 1715, and again for the eight-month suspension of 1728” (White 1984, pp. 25–26; see also, Gherity 1995, p. 718). The introduction of the clause in 1730 simply legalized what had been a standard practice.
The legal-necessity interpretation of the origin of the option clause gets further support from the case of the Banking Company of Aberdeen. It was established in 1747 and did not include any option clause on its notes (Gherity 1995, pp. 717–18). It suffered a liquidity crisis as it had greatly expanded its note supply. As the bank suspended convertibility, a noteholder petitioned for “summary diligence.” The court denied the petition on the grounds that summary diligence “was enforceable on bills but not on promissory notes such as bank notes” (White 1984, p. 28). The court pointed out that the charter of the Bank of Scotland specified summary diligence on its notes but that requirement did not automatically extend to other banks. In Scotland, according to the court, all banks but the Bank of Scotland could legally suspend convertibility without an option clause. This also explains why no other bank included the clause on its notes until the 1750s.
Gherity, who has consulted contemporary sources, states:
From 1730 until 1752, the Bank of Scotland’s notes were the only ones bearing the option clause, and it remained uninvoked. At that time, two banks that had recently been established in Glasgow, under attack by their Edinburgh rivals, added the clause to their notes where it remained uninvoked until 1756. . . . This was during the period of the Seven Years War, when higher taxes imposed to finance the war increased remittances to London. . . . Remittances abroad were further increased by an exceptionally poor harvest in 1756 leading to the importation of £200,000 of foreign grain. (1995, p. 716, emphasis added)
It was only because of the shocks of the Seven Years War and poor harvests that the option clause came into wider use. Even the Royal Bank of Scotland did not imitate its rival’s insertion of the clause until the 1750s. This raises an important question: why did banks abstain from including the clause on their notes if it was useful and effective against unexpected demands for redemption?
Shortages of specie and coins in the early 1760s led to a “small note mania”; a large number of smaller banks began issuing small-denomination notes with option clauses. Until then, “most, and perhaps all, of the Scottish banks included no option clause on their smallest notes” (Gherity 1995, p. 717). These “beggarly bankers,” as Adam Smith called them, recklessly invoked option clauses, even on small-denomination notes, against routine redemption demands by the public. Mistrust of banknotes increased among the public and it demanded abolition of option clauses.
Outside the turbulent period of the late 1750s and early 1760s, there are few episodes of note duels or bank runs where the clause was actually used as supposed by its modern proponents. The first note duel was in 1727–28, but the Bank of Scotland successfully survived it without the clause. The second major battle was fought in the mid-1750s by the Edinburgh banks (the Bank of Scotland and the Royal Bank) against the Glasgow banks. White summarizes the episode: “The chartered [Edinburgh] banks then allegedly turned jointly to the tactic of note dueling, but their Glasgow rivals survived the assault by a series of evasive maneuvers” (1984, p. 28, emphasis added).
Scottish history indicates that these “evasive maneuvers” were actually used regularly and probably effectively. Adam Smith (1911 [1776], pp. 290–91), Meulen (1934, pp. 129–36), and Checkland (1975, pp. 184–86) provide ample evidence on Scottish banks paying only a fraction of the redemption demand in specie, questioning loyalty and patriotism of redemption demanders, using stalling tactics like checking each note and coin methodically, counting them deliberately slowly, giving tellers long and frequent breaks during counting, and at times, simply refusing to pay specie.9 All these maneuvers together seem to have been effective in protecting banks’ liquidity. It was better to raise “redemption costs” for noteholders by “evasive maneuvers” than to use the clause. Scottish banks certainly relied on them more commonly and frequently than they relied on the clause.
The Scottish experience leads one to conclude that the option clause “worked” as long as it was rarely included on notes or invoked by banks. When a large number of banks adopted and used it, the banks’ customers demanded that it be abolished. Surprisingly, the Scottish banks, the alleged beneficiaries of the option clause, joined the public in demanding recision of the clause.10 Gherity (1995, p. 722) states:
By early 1763, the chartered banks had indicated to the government their willingness to give up the option clause in exchange for the exclusive right to issue bank notes in Scotland. . . . Shortly thereafter, the Glasgow bankers submitted a memorial to the Lord Privy Seal advocating the prohibition of the clause and had drafted a pamphlet or article, apparently for publication, blaming all of Scotland’s monetary problems on the clause.11
It was argued earlier that the option clause not only helps individual banks during a run but also mitigates the contagion effect. A counterfactual test of the mitigating effect of the clause on the contagion effect came in 1772, after the option clause was banned in 1765. One of the major banks in Scotland, the Ayr Bank, collapsed in 1772. Its crash,
spectacular as it was for its day, did not imperil the Scottish banking system as a whole. . . . Only those private banking houses involved with the Ayr Bank’s circulation of bills were brought down. . . . Even this brief run was a new and unexpected circumstance, for nothing of the kind had “occurred” following the failure of one private bank in 1764 or another in 1769. (White 1984, p. 32)
The Scottish free-banking system apparently had mechanisms other than the option clause to effectively handle bank runs and contagion effects.
The option clause, as is evident, was never used by any of the Scottish banks to suspend convertibility of all its notes simultaneously, as is envisioned by its modern proponents. The clause was useful precisely to the extent that banks did not use it for a general suspension of convertibility. The clause allowed banks to discriminate among their customers on the basis of their motives for redemption demand. Banks gave specie to “bona fide” noteholders but refused it to “specie lifters,” speculators, and agents of rival banks. Ironically, the Bank of Scotland acted as the option-clause proponents expected before the inclusion of the clause in 1730; it suspended convertibility of all its notes in 1704, 1715, and 1728.
Acceptance of the Option-Clause Notes
When the Bank of Scotland first offered notes with the option clause in 1730, people readily accepted them. The rival Royal Bank’s reminders that its notes were convertible on demand did not affect the demand for Bank of Scotland notes. This is usually interpreted as evidence that the option-clause notes would be generally acceptable to the public (see Dowd 1988, for example).12 But is the inference valid? If a bank that has the clause printed on its notes offers a greater protection to its noteholders, as the modern proponents argue, then one would expect the public to switch from notes of the Royal Bank (without the clause) to those of the Old Bank (with the clause). This, however, did not happen. Notes of both banks were in such demand that the two banks were the largest in Scotland. One must conclude that the public did not hold notes of the Old Bank because of any perceived advantage of those notes over notes of the Royal Bank.
What then does explain the public’s holding of Old Bank notes? Until the early 1750s, the Old Bank was the only major bank that had the option clause. The public accepted its notes because the clause did not really concern them one way or the other. The Old Bank had a long-standing reputation and the clout of a major bank with close ties to London, and it had faithfully paid interest compensation in earlier suspensions even without the clause. During those suspensions, Old Bank notes actually circulated at par. To its noteholders, the introduction of the clause was merely a legal issue, not an economic concern. When other banks without a good reputation adopted and used the clause in the early 1760s, the public demanded it be outlawed. Was the public rational in 1730 but irrational in the 1760s? Its response, one must conjecture, was based not on the presence or absence of the clause, but on the reputation and integrity of note-issuing banks.
The Scottish experience does not suggest that the option-clause notes were preferable or acceptable because of their advantages. The public, it seems, did not find much benefit in the option-clause notes of reputable banks, but suffered gravely at the hands of irreputable banks. The experience does tell us that during most of the period in which option clauses were legal, they were rarely invoked, and were never used as envisioned by the modern proponents of the clause.
The Option Clause and the Market for Specie
Dowd (1991, pp. 764–66) argues that the existence of the option clause results in a stabilizing speculation in the market for gold bills. When the spot demand for gold increases, the price of gold bills falls, raising the gold interest rate. As the gold interest rate gets close to the interest rate specified in the clause, banks would invoke the clause and suspend convertibility. At a gold interest rate above the clause rate, banks would start “lending out their gold reserves.” Banks, Dowd maintains, would become sellers of gold instead of buyers, and thus would prevent any further fall in the price of gold bills. The anticipation of a banks’ intervention would limit the divergence of the interest rates and would stabilize the market for gold bills.
Dowd’s argument is internally consistent. One must wonder, though, how banks would become sellers instead of buyers of gold. The price of gold bills begins to fall initially precisely because of the increased demand for gold by banks to meet their redemption needs. Whether the increased demand for gold by a bank would lower the price of gold bills depends on the size of the bank’s demand vis-à-vis the size of the market for gold. A single bank’s demand for gold is unlikely to raise the gold interest rate above the option-clause rate. If the whole banking system were facing a run, suspension of convertibility would dampen the immediate demand for gold. Even if the gold interest rate had risen above the option-clause rate before the suspension, it is hard to understand why banks would become net sellers of gold after the suspension. To whom would they be selling gold?
One is obliged to question this whole framework of analysis. It is historically accurate to think in terms of gold bills and gold interest rate, but one doubts whether that framework is relevant for any future free-banking system or the current free-banking theory. It seems more useful to think in terms of the market for gold and the market for loanable funds in exact parallel with banks’ increased demand for gold to meet redemptions and for funds to purchase gold. Banks could sell their securities or borrow directly on the market, both of which would raise market rates of interest (not just the gold interest rate).13 If market rates of interest rise above the clause rate, banks would most likely invoke the clause. In this framework, suspension of convertibility does not make banks net sellers of gold; rather it makes them less urgent demanders of gold and funds to purchase gold.
Potential Misuses of the Option Clause
A bank could invoke the option clause to protect itself not only against temporary illiquidity but also against insolvency. It could defer redemption to “buy time” and invest in risky but more profitable assets to rescue itself from insolvency.14 How could noteholders protect themselves against this type of misuse of the clause? Dowd (1991, p. 767) suggests that “if potential noteholders felt that this was a sufficiently serious danger, they could simply refuse to accept the notes, and the banks would have to continue providing fully convertible notes instead.” This response begs the question. A noteholder is not choosing between notes with and without the clause, but has already chosen the option-clause notes. The question now is about distinguishing proper from improper use of the clause by banks. How does a noteholder differentiate between illiquidity and potential insolvency of a bank?
Dowd (1991) does suggest a solution: The bank’s shareholders accept “extended liability” whenever the clause is invoked. The acceptance of “extended liability” would indicate that the bank does not face insolvency, and would thereby calm the wary noteholders. This solution demands too much from shareholders in order to make noteholders accept the clause. If shareholders are willing to accept “extended liability,” and are able to handle the “principal-agent problem” with banks’ managers, then they would be far better off by offering “extended liability” generally, and thus providing an overall competitive advantage to their bank.
Difficulties in differentiating situations of illiquidity and insolvency necessitate a more transparent clause. Gorton (1985) explores the possibility of whether any suspension clause would be incentive compatible, that is, a bank would invoke the clause only when it is illiquid but not when it is insolvent. He designs a suspension clause that is incentive compatible by having independent verification of the bank’s portfolio. Because of verification costs, banks do not choose to suspend in situations of insolvency but only in those of illiquidity. The traditional option clause, however, does not include this type of verification. Nonethless, Gorton’s analysis indicates that interventions by third parties who can verify the bank’s portfolio (clearinghouses, for example) would be more suitable than two-party contracts like the option clause.
Modifications of and Alternatives to the Option Clause
The difficulties with the clause, brought out by analyzing the mechanics of the clause, necessitate consideration of alternative mechanisms to protect banks against temporary liquidity crises. The viable and more effective modifications of the traditional option clause (the one suggested by its modern proponents) will be discussed and then some alternatives to the clause will be offered.
The traditional option clause focuses only on specie and banknotes and on banks and noteholders, and tries to solve the problem without involving any other party. As discussed earlier, a simple suspension of the convertibility of notes into specie does not solve the problem; it causes bond runs and deposit runs, and thwarts people’s attempts to convert their notes and deposits into higher interest-bearing assets, and to transfer their deposits to other banks. A better way to deal with sudden large demands for redemption is not to suspend convertibility, but to offer more options to noteholders and to transfer the problem from its door—with hordes of poorly informed, clamoring customers—to a place where the bank is better able to negotiate and decide among its various alternatives.
In a bank run, customers of a bank are not particularly interested in specie but in avoiding capital losses. The bank should do everything possible to make it easy for its customers to avoid those losses. The bank could offer to convert its notes into notes of other banks that are convenient and acceptable to its customers. A better modification would be to promise conversion of its notes into transferable deposits with other reputable and convenient banks. There is no reason to limit these new types of option clauses to notes. They can apply this equally to deposits. Inclusion of deposits would diminish any chance of bond runs and deposit runs.
The modified option clause is a promise to convert any and all liabilities into any asset, other than specie, that the bank’s customers desire. The modified clause may be labeled as the “comprehensive option clause.” It does not suffer from the drawbacks of the traditional option clause. There is no need to mark and sign the notes, no need to worry about the transactions costs of paying interest at the end of the deferment period, and no inconvenience to noteholders of finding alternative media of exchange on short notice. The comprehensive option clause does not require noteholders to differentiate between banks’ proper and improper use of the clause. Irrespective of the banks’ intentions in using the clause, noteholders would be able to protect themselves with little effort.
More importantly, by exchanging notes with those of other banks and by transferring deposits to them, the bank would divert the problem from its door to the clearinghouse. It would be easier and better for the bank to deal with the clearinghouse, other prominent banks, or finance companies rather than with large numbers of scantly informed and suspicious customers. The comprehensive option clause is also incentive-compatible in the sense of Gorton (1985). It necessitates intervention and verification by third parties to solve the problem of redemption between the bank and its customers.
The comprehensive clause would not have to be printed on notes; it could simply be included in the bank’s charter. One may even view it not as a modification, but as an alternative to the traditional option clause. The necessity of third-party involvement makes it categorically different from the traditional clause, and it provides a more effective means to deal with liquidity crises.
A crucial element in the comprehensive clause is the clearinghouse. Even under a mature free-banking system, noteholders and depositors would generally find it difficult to quickly distinguish between problems of illiquidity and insolvency confronting a bank. Reputable third parties could help customers distinguish between those two problems, and thereby provide an orderly resolution of the crises. Clearinghouses are obvious candidates since they are the most likely third parties to possess the necessary information about the bank in trouble. As Timberlake (1984) and Gorton and Mullineaux (1987) document, clearinghouses in the recent past have engaged in “the joint production of confidence” by providing guarantees, loans, and their own currencies (certificates). Clearinghouses, however, would not be the sole source of such information in a mature free-banking system. Bank-rating agencies which would render overall “soundness rating” of banks, or agencies rating banks’ ability to redeem their liabilities—“liquidity rating”—would also provide independent information to the banks’ customers.
The issue of liquidity crisis arises only in a system with directly convertible notes, convertible either on demand or with deferment. The alternative system of “indirect convertibility” obviously avoids the whole problem (Yeager 1985; Greenfield and Yeager 1983).
A Conjectural History of the Option Clause
Introduction of the option clause in eighteenth-century Scotland was a good initial response to unexpected, large increases in redemption demands. Until the turbulent years of the mid-1750s, the Bank of Scotland was the only major bank with the clause on its notes. The fact that rival banks did not use it and the public did not shy away from those rival banks strongly suggests that the clause was considered of little value by banks and the public. The modern proponents assume that after suspending convertibility of notes, the bank would be able to continue to provide its transaction services—notes and deposits of the bank would continue to be used as media of exchange. At least in Scotland, the clause was never used for general suspension of convertibility. As shown earlier, liabilities of the bank that invoked the clause would hardly stay in circulation. The little protection the clause provided to Scottish banks was because it allowed banks to discriminate among redemption demanders.
How would the clause have evolved if the free-banking system had been allowed to mature under laissez-faire? It would have become difficult for banks to invoke the clause discriminately. As more banks adopted the clause and as it came into use as envisioned by the modern proponents, the drawbacks that have been emphasized in this paper would have come into play. Banks would have looked for more viable alternatives and would have adopted any of the modified versions of the traditional clause, including ultimately, the comprehensive option clause. To implement the comprehensive clause, banks would have made prior arrangements and agreements with other banks and financial institutions. Such stipulated cooperation would have played an important role in the banks’ efforts to earn the public’s confidence. During a time of crisis, banks would ask their partners to publicly reiterate the commitments and such reiteration, or the lack thereof, would provide useful information to customers.
In discussing how banks in the United States prior to the War Between the States dealt with liquidity crises, Selgin (1993) points out that not only did banks agree to accept each other’s notes at par, but that they also made agreements which involved
provisions for regular note exchange with interest charged on accumulated balances in lieu of immediate settlement as well as stipulations limiting loan expansion for the duration of the restriction. In some cases new deposits were accepted on the understanding that the depositor could receive payment of checks or drafts in notes but not in specie, and merchants formally agreed to continue receiving bank notes at par. (p. 357)
A system with mutual commitments among individual banks certainly seems sustainable. But intense rivalry, moral hazard problems, difficulties in enforcing such commitments, and a fear of the emergence of a dominant bank would necessitate a move toward a joint responsibility of all banks in producing confidence.15 Clearinghouses would then come to play an important independent role in mitigating temporary liquidity crises of their members. Guarantees and loan certificates by clearinghouses would prevent the aggravation of bank runs and banking panics.
Whether the laissez-faire evolution would have ultimately resulted in a system of indirect convertibility is an interesting question. The evolution of the traditional option clause into the comprehensive clause does suggest a way through which a system with direct convertibility could move toward one with indirect convertibility. The comprehensive clause allows banks to redeem their liabilities—notes and deposits—for other banks’ liabilities or for any other financial asset that is acceptable to their customers. General acceptance of the practice of redeeming the banks’ liabilities for other financial assets could become a first step toward the evolution of a banking system with indirect convertibility. An expanded role of independent clearinghouses in dealing with liquidity crises would help continue that evolution.
In conclusion, several drawbacks undermine the claim that the option clause is an effective and desirable mechanism for creating a stable free-banking system. Though it is important for fractional reserve banks to develop a means to tackle sudden demands for redemption, the traditional clause does not meet the challenge. Modifications of the traditional clause, clearinghouse guarantees and certificates, and a system with indirect convertibility seem to provide more suitable mechanisms and arrangements.
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1Even though the option clause was outlawed in 1765, the free-banking system in Scotland lasted until 1844.
2A list of skeptics should also include Rothbard (1988). But he neither discusses the option clause nor advocates free banking.
3A notable exception is Yeager (1993). In his review of Dowd’s Laissez-Faire Banking, Yeager raises concerns about the workings of the option clause. Gherity (1995) evaluates the Scottish experience with the option clause using contemporary magazines and newspapers. He does not deal with the logic of the operation of the option clause.
4One is struck by the similarities between Meulen (1934) and Schumpeter (1955) on the role of bankers and credit creation in economic development.
5For their recent statement of support for the clause, see Selgin and White (1996, pp. 91–92).
6As will be discussed later, the option clause was rarely used to suspend convertibility of all notes as envisioned by its proponents. Banks used it selectively against particular redemption demanders. In that case, the public had the incentive to be first in line because that would start early accrual of interest.
7The literature is not clear about whether banks would be able to exercise the clause against other banks at the clearinghouse or whether they did so during the Scottish episode.
8In discussing the difference between a bank “holiday” and a limited “restriction” of the type of the option clause, Selgin (1993, p. 358) maintains that “a bank restriction permits the continued use of bank money—checks or notes—in payments, whereas a holiday shuts down the bank-money payments mechanism entirely.”
9For more details and citations, see Sechrest (1993, pp. 87–88), Dowd (1988, pp. 328–29), and White (1984, pp. 29–31). Gherity (1995, p. 721) informs us that at times banks threatened to call in loans to people who made “unreasonable” demands for specie.
10Meulen blamed the “paternalistic attitude” of the government for the abolition of the option clause; in order to protect some “fools,” the government sacrificed a great innovation in banking (1934, pp. 13Iff). Boase charged “exaggerated assertions, fallacious inferences, and ridiculous fears” (quoted in White 1984, p. 30).
11Gherity (1995, pp. 722–24) details the different rationales that led the Edinburgh banks and the provincial (mainly Glasgow) banks to the same conclusion. Notes of the Edinburgh banks were the least suspected by the public since they were the oldest and the largest banks, they acted as the government’s bank as taxes and disbursement were channeled through them, and they had the strongest ties with London. They were therefore ready to give up the option clause in exchange for monopoly in the issue of notes. Notes of the provincial banks generally suffered more distrust from the public, but more importantly, they were concerned that in times of crisis, the chartered banks would exercise the option clause and put more strain on their reserves. Some of the provincial banks actually had made their notes payable in notes of the chartered banks. The latter, it seems, were acting as “bankers’ banks.” The provincial banks were more than happy to take away the right of the chartered banks to use the option clause. Incidently, these rationales of the banks seem to provide support for the thesis of Rothbard (1988) and Sechrest (1988) that the chartered banks acted as the “bankers’ banks” for the smaller banks in Scotland, and the Bank of England performed similary for the chartered banks.
12The only question left, according to Dowd, is for banks and the public to figure out a mutually acceptable deferment period and interest compensation.
13A “fire sale” of securities to generate funds for the purchase of gold would lower their prices and raise the interest rate.
14One is reminded of “zombie” savings and loans of the 1980s.
15Goodhart (1988) elaborates on these types of arguments. His focus is on explaining the “evolution” of central banking, where the arguments do not completely succeed. His arguments nevertheless are relevant to the point that is being developed here.
In Defense of Fundamental Analysis: A Critique of the Efficient Market Hypothesis
Frank Shostak
It is widely held that financial asset markets always fully reflect all available and relevant information, and that adjustment to new information is virtually instantaneous.1 This way of thinking is also known as the Efficient Market Hypothesis (EMH), and is closely linked with the Rational Expectations Hypothesis (REH), which postulates that market participants are at least as good at price forecasting as is any model that a financial market scholar can come up with, given the available information.2 The view that everyone is as good a forecaster as any model implies that their forecasts do not display systematic biases. In other words, their forecasts are right on average.3 According to the EMH, by using available information, all market participants arrive at “rational expectations” forecasts of future security returns, and these forecasts become fully reflected in the prices that are observed in financial markets. Changes in asset prices will occur on account of news which cannot be predicted in any systematic manner. In other words, asset prices respond only to the unexpected part of any news, since the expected part of the news is already embedded in prices. Thus, if the central bank raises interest rates by 0.5 percent, and if this action was anticipated by market participants, the effect of this anticipation will be manifested in asset prices prior to the central bank raising interest rates.
Therefore, when the central bank raises the interest rate by 0.5 percent, this increase will have no effect on asset prices. Should, however, the central bank raise interest rates by 1 percent, rather than the 0.5 percent expected by market participants, prices of financial assets will react to this increase.
The efficiency of the market means that the individual investor cannot outwit the market by trading on the basis of the available information. The implication of the EMH is destructive for fundamental analysis, for this means that analysis of past data is of little help since whatever information this analysis will reveal is already contained in asset prices. Proponents of the EMH argue that if past data contains no information for the prediction of future prices, then it follows that there is no point in paying attention to fundamental analysis. A simple policy of random buying and holding will do the trick. One of the pioneers of the EMH who has popularized this framework is Burton G. Malkiel.
The theory holds that the market appears to adjust so quickly to information about individual stocks and the economy as a whole that no technique of selecting a portfolio—neither technical nor fundamental analysis—can consistently outperform a strategy of simply buying and holding a diversified group of securities.4
Consequently, Malkiel argues that,
A blindfolded monkey throwing darts at a newspaper’s financial pages could select a portfolio that would do just as well as one carefully selected by the expert.5
Does the EMH Framework Make Sense?
The major problem with the EMH is that it assumes that all market participants arrive at a rational expectations forecast. This, however, means that all market participants have the same expectations about future securities returns. Yet, if participants are alike in the sense of having homogeneous expectations, then why should there be trade? After all, trade implies the existence of heterogeneous expectations. This is what bulls and bears are all about. A buyer expects a rise in the asset price while the seller expects a fall in the price. Even if we were to accept that modern technology enables all market participants equal access to news, there is still the issue of news interpretations. The EMH framework implies that market participants have the same knowledge. Forecasts of asset prices by market participants are clustered around the true value, with deviations from the true value randomly distributed, implying that profits or losses are random phenomena. It also means that since, on average, everybody knows the true intrinsic value, then no one will need to learn from past errors since these errors are random and therefore any learning will be futile. Yet, if every individual has different knowledge, then this difference will have an effect on his forecast. A success or a failure in predicting asset prices will not be completely random, as the EMH suggests, but must also be attributed to each individual’s knowledge. In the words of Hans-Hermann Hoppe,
If everyone’s knowledge were identical to everyone else’s, no one would have to communicate at all. That men do communicate demonstrates that they must assume that their knowledge is not identical.6
Another major problem with the EMH framework is that it implies that any buy-and-hold strategy is as good as any other, and that there is no scope for entrepreneurial activity in financial markets. On this, E.C. Pasour, Jr., writes,
Since the EMH is a version of the zero-profit theorem of competitive equilibrium in the conventional theory of the firm, it is argued that shortcomings of the EMH are similar to those of other long-run competitive theories that focus exclusively on equilibrium outcomes while ignoring the entrepreneurial market process that generated those outcomes.7
The EMH framework also gives the impression that the stock market can exist separately from the real world. However, the stock market doesn’t have a life of its own. That is why an investment in stocks should be regarded as an investment in business as such, and not just as an investment in stocks. By becoming an investor in a business, an individual has engaged in an entrepreneurial activity. In other words, he has committed his capital with a view to supply the most urgent needs of consumers. This means that for an entrepreneur, the ultimate criteria for investing his capital is to employ it in those activities which will produce goods and services that are on the highest priority list of consumers. It is this striving to satisfy the most urgent needs of consumers that produces profits, and it is this alone that guides entrepreneurs. In this regard, Ludwig von Mises writes that
[S]tock exchange transactions produce neither profits nor losses, but are only the consummation of profits and losses arising in trading and manufacturing. These profits and losses, the outgrowth of the buying public’s approval or disapproval of the investments effected in the past, are made visible by the stock market. The turnover on the stock market does not affect the public. It is, on the contrary, the public’s reaction to the mode in which investors arranged production activities that determines the price structure of the securities market. It is ultimately the consumers’ attitude that makes some stocks rise, others drop.8
Is it valid to argue that past information is completely imbedded in prices and therefore of no consequence? After all, relevant information for participants in financial markets includes causes which trigger changes in real data. It is questionable whether the duration and the strength of effects of various causes can be discounted by the market participants. For instance, a market-anticipated lowering of interest rates by the Central Bank, while being regarded as old news and therefore not supposed to have real effects according to the EMH, will in fact set in motion the process of the boom-bust cycle. Also, various causes, once set in motion, initially only affect some individuals’ real income. As time goes by, however, the effect of these causes spreads across a wider spectrum of individuals. Obviously, these changes in the real incomes of individuals will lead to changes in the relative prices of assets. To suggest, then, that somehow the market will quickly incorporate all future changes of various present causes without telling us how it is done is to evade the issue. It has to be realized that markets are comprised of individual investors who require time to understand the implications of various causes on real data and prices of financial assets. Even if a particular cause was anticipated by the market, that doesn’t mean that it was understood and therefore discounted. It is hard to imagine that the effect of a particular cause which begins with a few individuals and then spreads over time across many individuals can be assessed and understood instantaneously. For this to be so, it would mean that market participants can immediately assess future consumers’ responses and counter responses to a given cause. This, of course, must mean that market participants not only must know consumers’ preferences but also how these preferences are going to change. However, consumer preferences cannot be revealed before consumers have acted.
If one is to accept the EMH framework, and thus believe that the market is always in equilibrium, then there is no room left for any investment advisory services, just to take one example. Anyone who considers giving advice to investors must take disequilibrium—or for that matter inefficiency—for granted. The very existence of the consulting industry is a tacit denial of the EMH.
Are Profits Random Phenomena?
The proponents of the EMH claim that the main message of their framework is that excessive profits cannot be secured out of public information. They maintain that any successful method of making profits must ultimately be self-defeating. Against this background, some of the EMH proponents raise doubts as to the benefit of analysis of historical data to ascertain future direction of asset prices. In fact, these EMH proponents even maintain that an automaton or a dart-throwing chimpanzee can be a good substitute for entrepreneurial activity. In other words, what this approach suggests is passivity and resignation from an active search for opportunities.
Now, it is true that profits as such can never be a sustainable phenomenon. However, the reasons for this are not those presented by the EMH. Profit emerges once an entrepreneur discovers that the prices of certain factors are undervalued relative to the potential value of the products that these factors, once employed, could produce. By recognizing the discrepancy and doing something about it, an entrepreneur removes the discrepancy, i.e., eliminates the potential for a further profit. According to Murray N. Rothbard,
Every entrepreneur, therefore, invests in a process because he expects to make a profit, i.e., because he believes that the market has under-priced and undercapitalized the factors in relation to their future rents.9
The recognition of the existence of potential profits means that an entrepreneur had particular knowledge that other people didn’t have. Having this unique knowledge means that profits are not the outcome of random events, as the EMH suggests. For an entrepreneur to make profits, he must engage in planning and anticipate consumer preferences. Consequently, those entrepreneurs who excel in their forecasting of consumers’ future preferences will make profits.
Planning and research never guarantee that profit will be secured. Various unforeseen events can upset entrepreneurial forecasts. Errors which lead to losses in the market economy are an essential part of the navigational tools which direct the process of allocation of resources in an uncertain environment in line with what consumers dictate. Uncertainty is part of the human environment, and it forces individuals to adopt active positions, rather than resign to passivity, as implied by the EMH. The EMH framework views the act of investment as no different from casino gambling. In the words of Ludwig von Mises, however,
A popular fallacy considers entrepreneurial profit a reward for risk taking. It looks upon the entrepreneur as a gambler who invests in a lottery after having weighed the favorable chances of winning a prize against the unfavorable chances of losing his stake. This opinion manifests itself most clearly in the description of stock exchange transactions as a sort of gambling.
Mises then suggests,
Every word in this reasoning is false. The owner of capital does not choose between more risky, less risky, and safe investments. He is forced, by the very operation of the market economy, to invest his funds in such a way as to supply the most urgent needs of the consumers to the best possible extent.
Mises then adds,
A capitalist never chooses that investment in which, according to his understanding of the future, the danger of losing his input is smallest. He chooses that investment in which he expects to make the highest possible profits.10
The EMH framework presents the stock market as a gambling place which is detached from the real world. However, as Mises suggests,
The success or failure of the investment in preferred stock, bonds, debentures, mortgages, and other loans depends ultimately also on the same factors that determine success or failure of the venture capital invested. There is no such thing as independence of the vicissitudes of the market.11
Further to this,
Stock speculation cannot undo past action and cannot change anything with regard to the limited convertibility of capital goods already in existence. What it can do is to prevent additional investment in branches and enterprises in which, according to the opinion of the speculators, it would be misplaced. It points the specific way for a tendency prevailing in the market economy, to expand profitable production ventures and to restrict the unprofitable. In this sense the stock exchange becomes simply the focal point of the market economy, the ultimate device to make the anticipated demand of the consumers supreme in the conduct of business.12
Contrary to the accepted way of thinking,
Entrepreneurial profit is not a “reward” granted by the customer to the supplier who served him better than the sluggish routinist; it is the result of the eagerness of the buyers to outbid others who are equally anxious to acquire a share of the limited supply.13
The Validity of Statistical Verifications of EMH
The alleged correctness of the EMH framework rests on the extensive statistical tests that supposedly verified the validity of the EMH. These tests rest on the assumption that investment returns are serially independent, and that their probability distributions are constant through time. What is probability? The probability of an event is the proportion of times the event happens out of a large number of trials. For instance, the probability of obtaining heads when a coin is tossed is 50 percent. This does not mean that when a coin is tossed 10 times, 5 heads are always obtained. However, if the experiment is repeated a large number of times then it is likely that 50 percent will be obtained. The greater the number of throws, the nearer the approximation is likely to be.
Or say it has been established that in a particular area, the probability of wooden houses catching fire is .01. This means that on the basis of experience, on average, 1 percent of wooden houses will catch fire. This does not mean that this year or the following year the percentage of houses catching fire will be exactly 1 percent. The percentage might be 1 percent or not each year. However, over time, the average of these percentages will be 1 percent.
This information, in turn, can be converted into the cost of fire damages thereby establishing the case for insuring against the risk of fire. Owners of wooden houses might decide to pool their risk, i.e., spread the risk by setting up a fund. In other words, every owner of a wooden house will contribute according to a certain proportion to the total amount of money that is required in order to cover the damages of those owners whose houses will be damaged by the fire. Note that insurance against the fire risk can only take place because we know its probability distribution and because there are enough owners of wooden houses to spread the cost of fire damage among them so that the premium will not be excessive. In this regard, these owners of wooden houses are all members of a particular group or class that will be affected in a similar way by a phenomenon called fire. We know that, on average, 1 percent of the members of this group will be affected by fire. However, we don’t know exactly who it will be. The important thing for insurance is that members of a group must be homogeneous as far as a particular phenomenon is concerned.
If, however, we are dealing with non-homogeneous unique cases, they all should be treated as different groups, and obviously the risk cannot be pooled, although we still can know the probability distribution of a concerned risk. In this regard, entrepreneurial activity should be regarded as uninsurable. It is unique and specific, and allows no probability distribution of this activity to be established. (As we have already seen, probability distribution rests on the assumption that we are dealing with a particular repeatable event. If however, an event is non-repeatable no probability distribution can be established.) Thus, the return on a particular investment is specific and unique. It has occurred as a result of a unique and non-repeatable entrepreneurial activity. Profit occurs whenever an entrepreneur discovers that prices of certain factors are undervalued relative to the price of the final product. Once an entrepreneur acts upon this, he eliminates the potential for a further profit. For an entrepreneur to make another profit, he would have to be engaged in a different activity. Also, no entrepreneur can know what ideas he will have in the future.
As such, if entrepreneurial activities were repeatable with known probability distributions of returns, then we would not need entrepreneurs. After all, an entrepreneur is an individual who arranges his activities toward finding out consumers’ preferences. These preferences, however, are never constant. One day consumers prefer a particular product, and another day shift their preferences toward other goods and services. This, of course, precludes any possibility of establishing a probability distribution. The assumption that such probability can be established as the EMH proponents maintain is an absurdity, for it describes not a world of human beings who exercise their freedom of choices, but machines that never change their preferences and which are subject to random errors and breakdowns of known types and characteristics. In the words of Mises,
Entrepreneurs do not act as membersof a class, but as individuals. No entrepreneur bothers a whit about the fate of the totality of the entrepreneurs. It is irrelevant to the individual entrepreneur what happens to other people whom theories, according to a certain characteristic, assign to the same class they assign him. In the living, perpetually changing market society there are always profits to be earned by efficient entrepreneurs.14
Statistical tests of the EMH that pretend that a probability distribution of returns on assets can be established are erroneous. These tests employ historical data of returns, and naively conclude that the average of these returns will be also relevant in the future. Thus, in year one, entrepreneurial activity yielded 10 percent return on investment. In year two the return was 15 percent. In year three it was 1 percent, and in year four it was 2 percent. The average of this distribution is 7 percent. What we have here is a historical average of returns. By no means, however, does it imply that we can establish a probability distribution on the same basis as one can establish for the risk of fire, or for obtaining heads in tossing a coin. As such, every human activity is unique and cannot be analyzed in the same way that one would analyze objects. Consequently, historical data, misrepresented as a time series, is in fact, a display of non-homogeneous pieces of information. Each observation is a unique, non-repeatable event caused by a particular individual response. This, in turn, means that to make sense of historical data one must scrutinize them not by means of mathematical and statistical methods but by means of trying to grasp and understand how it emerged.
What is Behind Wild Swings in Asset Prices?
On October 19, 1987, the Dow Jones Industrial Average fell by 22 percent. Many followers of the EMH were perplexed. How could a drop of this magnitude in one day be rationalized by the EMH? Andrei Shleifer and Lawrence H. Summers wrote that,
The stock in the efficient market hypothesis—at least as it has traditionally been formulated—crashed along with the rest of the market on October 19, 1987.15
Some other experts came to similar conclusions arguing that the October 1987 stock market crash that took place in a single day cannot be explained by news about fundamentals. This view was further supported by interviews carried out by Robert Shiller with traders who were active during the October crash.16 Supporters of the EMH, however, argue that there were several pieces of important news that could have caused the crash. In early October, Congress threatened to impose a merger tax that would have made merger activity prohibitively expensive, and could well have ended the merger boom.17 Also, Secretary of the Treasury James Baker had threatened in October to encourage a further fall in the price of the dollar, increasing risks for foreign investors, and thereby also scaring domestic investors.
Experts who felt that the EMH didn’t adequately explain large price movements that last for months or even years latched onto new theories. The new theories offer amendments to the EMH, to allow for these large price movements, which are labeled bubbles.18 These new theories permit the possibility that observed asset prices will not always be at their equilibrium. Most of the bubble theories attribute large price fluctuations to abnormal investor behavior, also labeled as irrational behavior. The reason for this behavior, so they say, is psychological. Thus, according to the new theories, changing fashions, fads, and erratic and capricious shifts in investor sentiment could set in motion a bubble.19 The attempt to explain large price fluctuations by means of sentiment presents investors as automatons who mechanically react to this sentiment. Investors’ actions are, however, conscious and purposeful. It is not some mysterious sentiment that causes investors to generate sharp swings in prices that shift them out of equilibrium, but rather investors’ conscious actions. How is this possible? In a free, unhampered market economy, entrepreneurial errors generate incentives for their corrections. Thus, all other things being equal, let us assume that too much capital was invested in the production of product A, and that too little capital was invested in the production of product B. The effect of the over-investment in the production of A is to depress its profits, because the excessive quantity of A can only be sold at prices that are low in relation to costs. The effect of under-investment in the production of B, on the other hand, will lift its price in relation to cost, and thus will raise its profit. Obviously, this will lead to withdrawing of capital from A and a channeling of it toward B, implying that if investment goes too far in one direction, and not far enough in another direction, this will set in motion counteracting forces of correction.20 Further to this, Rothbard wrote that
General economic theory teaches us that supply and demand always tend to be in equilibrium in the market, and that therefore prices of products as well as of the factors that contribute to production are always tending towards some equilibrium point.21
For wild and prolonged swings in asset prices to occur, there must be a mechanism that undermines the functioning of the market economy. According to Mises, this mechanism is set in motion by the central bank’s monetary policies.22 Trouble erupts whenever central bank officials try to improve on the working of the free-market economy. We have seen that in a free, unhampered market, errors generate incentives for their corrections. These incentives are, however, removed once the central bank begins to inject money, thereby artificially lowering interest rates below the level dictated by consumer time preferences. In this regard, in a free, unhampered market economy, interest rates in financial markets will mirror consumers’ time preferences. By responding to interest rates, entrepreneurs are, in fact, abiding by consumers’ instructions. Once interest rates in financial markets are lowered artificially, they cease to reflect consumers’ time preferences. This, in turn, means that entrepreneurs, once they are reacting to interest rates in financial markets, are committing errors, i.e., doing things against consumers’ wishes. As long as the artificially low interest-rate policy remains in force, there are no ways or means for entrepreneurs to know that they are committing errors. On the contrary, as the policy of artificial lowering of interest rates intensifies, it generates apparent profits and a sense of prosperity. The longer the period of artificial lowering of interest rates is, the more widespread will be the errors, i.e., the disobedience of entrepreneurs regarding the will of consumers. The discovery that entrepreneurs didn’t abide by consumers’ instructions occurs once the central bank tightens its monetary stance. In this regard, Mises writes,
It is essential to realize that what makes the economic crisis emerge is the democratic process of the market. The consumers disapprove of the employment of the factors of production as effected by entrepreneurs.
Mises argues further that,
As soon as the credit expansion comes to an end, these faults become manifest. The attitudes of the consumers force the businessmen to adjust their activities anew to the best possible want-satisfaction. It is this process of liquidation of the faults committed in the boom and readjustment to the wishes of the consumers which is called depression.23
The Misesian business-cycle theory shows that the artificial lowering of interest rates sets in motion expectations for strong activity and good profits in the capital goods sector. This, in turn, raises the allocation of funding towards the capital-goods sector in relation to the consumer-goods sector. This lifts stock prices of capital-goods-producing companies relative to stock prices of consumer-goods-producing companies. If the lowering of interest rates is a one-time-only event, and is not supported further by the central bank, then the market interest rate will rise. In response to this, stock prices of capital goods-producing companies will weaken, while those of consumer-goods-producing companies will strengthen on a relative basis. If, however, the central bank clings to its loose monetary stance, this will reinforce the rise in stock prices of capital-goods-producing companies relative to the stock prices of consumer-goods-producing companies. Relentless monetary pumping by the central bank that is further amplified through fractional reserve banks raises all prices in money terms, including prices of stocks. Whenever the central bank reverses its monetary stance, a stock market bust is set in motion. The severity of the bust is dictated by the magnitude of the preceding boom, i.e., the preceding bull market and by the state of the pool of savings. Thus, the longer the bull market, the more widespread the errors will be, and therefore the more severe the bust (i.e., the bear market) will be. If the savings pool is expanding, the severity of the bust will be cushioned. If, however, the savings pool is shrinking, then the bear market could be more protracted and severe. In this way, the Austrian or Misesian theory of the business cycle provides the rationale behind the large swings in asset prices.
Importance of Fundamental Analysis
Since various real causes are likely to have prolonged effects on the real data, we can conclude that asset markets cannot be in equilibrium. This, in turn, provides scope for benefits from analyzing the historical data in order to assess the future direction of asset prices. If, however, this can be done, then why don’t good analysts become entrepreneurs and make money for themselves? Being knowledgeable doesn’t mean that one has the skills to be an entrepreneur. An entrepreneur is an individual who is prepared to confront uncertainties already inherent in the market, and who has the skills to do this.24 By means of exercising his judgment, an entrepreneur decides on his actions. According to Mises,
Entrepreneurial judgment cannot be bought on the market. The entrepreneurial idea that carries on and brings profit is precisely that idea which did not occur to the majority. It is not correct foresight as such that yields profits, but foresight better than that of the rest. The prize goes only to the dissenters, who do not let themselves be misled by the errors accepted by the multitude. What makes profits emerge is the provision for future needs for which others have neglected to make adequate provision.25
To form his judgment, an entrepreneur also takes into account past data. The interpretation of historical data could provide an important input for the entrepreneurial decision process. However, it is his sole vision concerning future consumers’ preferences which will determine whether to pursue or not to pursue a particular venture. Various advisory services of economists and fundamental analysts owe their proliferation to a large extent to government and central-bank interference with the economy. The assessment of the implication of various government and central-bank policies requires special training and skills that many entrepreneurs might not have. Possessing these skills, however, doesn’t imply that economists or analysts can accurately forecast. What these analyses provide is an important input to entrepreneurs. Economists who follow in the footsteps of Mises maintain that his praxeological framework provides a useful tool for sound analysis.26 Thus, Jörg Guido Hülsmann writes,
According to Mises, economics is a science that consists of a priori propositions about reality. In his eyes, these propositions are implied in the conditions of action and are arrived at by an exercise of logic. Whatever is the product of sound discursive reasoning, so the argument goes, must be valid for reality.27
While the praxeological framework does not provide us with specifics of future events, this framework specifies precisely the logical structure of human actions. In the words of Hoppe,
[while] I cannot predict what goals I may pursue in the future, what means I will deem appropriate to reach these goals, and what other conceivable courses of action I will choose to reject in order to do what I will actually do (my opportunity cost), I can still predict that as long as I act at all, there will be goals, means, choices, and costs; that is, I can predict the general, logical structure of each and every one of my actions, whether past, present, or future.28
Whenever the central bank artificially lowers interest rates, the praxeological framework enables us to establish that this artificial lowering must result in the boom—bust cycle. Praxeology, however, cannot tell us the severity of the cycle. The praxeological framework can be seen as providing a link between reality and theoretical reasoning, i.e., it prevents the emergence of theoretical reasoning which is detached from reality. The reason why it can fulfill this role is because it is based on the noncontradictory axiom that human beings are acting consciously and purposefully. All this, however, doesn’t guarantee accurate predictions. All other things being equal, one could evaluate the likely impact of a particular government policy with the help of praxeology. Thus, even if other things can never be equal, an analyst could get a good idea as to the consequences of a particular government or central bank action. Over time, forecasters that are equipped with the praxeological framework would outperform those forecasters who are not familiar with this framework.29
Conclusion
The main shortcomings of the EMH are similar to those of the long-run competitive theories that focus exclusively on equilibrium outcomes while ignoring the entrepreneurial activity that generates those outcomes. The EMH gives the impression that there is a difference between investing in the stock market and investing in a business. However, the stock market doesn’t have a life of its own. The success or failure of investment in stocks depends ultimately on the same factors that determine success or failure of any business.
Statistical tests that supposedly validate the EMH framework are based on a flawed method and a failure to understand that the main cause behind the instability in financial markets is the monetary policies of the central bank.
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Government Family Planning: Effects and Incentives
Jacqueline R. Kasun
Austrian economics has long understood that government subsidies of private activities distort incentives, encouraging recipients to use and/or provide more of the services than would otherwise be the case, and to devote resources to lobbying for the protection and promotion of the services (Hayek 1988; Rothbard 1978, pp. 140–70). An excellent example of these tendencies exists in the government-subsidized family-planning industry.
Since the mid-1960s, the government of the United States has played an increasingly intrusive role in the reproductive decisions of persons both in this country and abroad. The effort started as part of the War on Poverty. In 1967, Congress amended the Social Security Act to provide funds for “family planning” in maternal and child health programs; Title V, Title XIX, and Title XX of the Act became major vehicles for federal funding. In that same year, Title X of the Foreign Assistance Act provided financing for family planning and population control to countries receiving U.S. foreign aid (Kasun 1988). In 1970, Title X of the Public Health Services Act added to the flow.
In 1978, the Adolescent Pregnancy Act called for government birth control to be dispensed through “children and youth centers . . . school and educational programs . . . recreation programs” and on and on. In the same year, the Foreign Assistance Act required all countries receiving U.S. foreign aid to take steps to reduce their rates of population growth (22 U.S. Code, sec. 2151–1, sec. 2151a). The contract with Costa Rica, for example, which provided $12,040,000 to that country from the U.S. Agency for International Development, set a “target” of 70 percent for “contraceptive prevalence” by 1992 and a “reduction in crude birth rate from 32/1000 to 28/1000” as well as “family planning included in curricula of medical and nursing schools” and “sex education taught in the schools . . . [and] disseminated to the non-enrolled school age population” (Contract 1988).
The Clinton administration has provided important additional funds and freedom of action for the family planning industry. As the activities of the industry have become more and more pervasive and its government grants larger and more conspicuous, it has met increasing resistance in Congress and the electorate. In response, spokesmen for the industry have disseminated elaborate statistical studies purporting to show the benefits flowing from the industry’s activities, claiming public assistance cost savings of $4 to $12, or even higher, for every public dollar spent on birth control (Brindis and Korenbrot 1989; Forrest and Singh 1990a,b). These have enjoyed wide publicity in the media.
The statistical demonstrations have not relied on empirical observations, but rather on assumptions regarding the numbers of additional pregnancies that would presumably occur in the absence of government-subsidized birth control.
For example, one method of estimation assumes that, in the absence of publicly-funded family planning, women would use the same types and proportions of birth control, including no birth control, as reported by women of similar income who did not use publicly-funded clinics, and would experience the rates of pregnancy due to contraceptive failure associated with each of these methods (Forrest and Singh 1990a,b). The estimate assumes that 21 percent of the women presently obtaining contraceptives from public clinics would stop using any method of birth control but would not otherwise change their behavior.
However, although all or almost all women who use public clinics are sexually active and are seeking to avoid pregnancy, this cannot be assumed regarding women who do not use such clinics. A significant proportion of such women may not be currently sexually active, but professional “family planning” parlance defines all women who have ever had intercourse as being “sexually active” (“Women at Risk,” p.vii). Therefore, a comparison of these two groups is likely to give a falsely high estimate of the additional pregnancies that would occur if the clinics should lose their public funding.
A second method of estimation assumes that, in the absence of publicly funded clinics, women would shift to other types of birth control, including no birth control, in the same proportions as reported by women who stopped using the pill between 1979 and 1982, and would, as in the method described above, experience the rate of accidental pregnancy associated with each type of birth control (Forrest and Singh 1990a,b). It is assumed that 28 percent would use no method of birth control, but would not otherwise change their behavior. Here again, the control group is not restricted to women who are currently sexually active and are seeking to avoid pregnancy, as is the case with women who attend birth control clinics. Comparison of the two groups, therefore, leads to a falsely high estimate of the additional pregnancies that would occur if the clinics should lose their public funding.
Similarly, a third method is based on women’s reports in 1979 of their contraceptive behavior prior to their first visit to a public clinic (Forrest and Singh 1990a,b). It assumes that 55 percent of the clinic clients would use no type of birth control, but would not otherwise change their behavior if the clinic services were no longer available. It is biased in the upward direction for the same reason as the first two methods of estimation, but to an even greater degree.
Finally, “Pattern IV” (Forrest and Singh 1990a,b) assumes that, if clinic services were no longer available, all of the women who are presently served would continue their current levels of sexual activity but none of them would make any effort to prevent conception. Pattern IV is chiefly useful in yielding an extremely high estimate of the pregnancies that are prevented by the clinics, with which an apparently more “reasonable” estimate (based on the first three methods which, as we have seen, probably yield exaggerated estimates of the cost savings) can be compared.
None of the estimates has taken account of the tendency of people to behave more circumspectly in situations where they face higher risk (Baumol and Blinder 1991, p. 257), and conversely, to behave more carelessly when they are “insured” against risk. Just as the person whose car is fully insured is less likely to be sure always to lock his car, the young couple who believe their publicly provided contraceptives are “protecting” them may be less likely to avoid sexual risks.
The alleged “cost savings” were, therefore, a weak reed on which to base an increase in public expenditures. With few exceptions, other studies have reported little to support the expectation of public savings from public outlays on birth control. Lundberg and Plotnick found that the likelihood of a first premarital birth on the part of young white women is higher in states which provide more liberal access to contraceptives, abortion, and AFDC benefits (Lundberg and Plotnick 1990). A study conducted in Ohio and Georgia showed that births, as well as pregnancies, declined among Medicaid-eligible women after the states stopped paying for abortions (Trussell, et al. 1980).
A study of 15 states with similar social-demographic characteristics and rates of teenage pregnancy in 1970 showed that the states with the highest expenditures on family planning had the largest increases in abortions and births out of wedlock among teenagers between 1970 and 1979 (Roylance 1981). A study of 1980–81 data for the 50 states shows that the states that spent less on family planning also had lower rates of abortion and out-of-wedlock births on the part of white teenagers (Kasun 1987). Singh reported, “a significant and positive relationship between the percentage of women receiving AFDC payments in a state and the availability there of Medicaid funds for abortion” (Singh 1986, p. 216).
There is further evidence that restricting, rather than increasing, access to publicly-funded birth control is more likely to reduce dependency. Several states which have required that parents be notified when their minor children are given contraceptives or abortions have experienced reductions in their rates of adolescent pregnancy. In 1980, the state of Utah passed a law requiring parental consent for minors to be given birth control, and rates of pregnancy and abortion published by the state health department fell among girls aged 15–18 (United Families of America 1983).
Based on interviews with some 12,000 young people, Marsiglio and Mott concluded that teenagers who had sex education (which is one of the activities supported by government birth-control programs) were more likely to engage in sexual activity at an early age but no more likely to become premaritally pregnant than young people who had not had the instruction (Marsiglio and Mott 1986). Dawson, publishing in the same year, also found that young people who had sex education were more likely to engage in sexual activity at an early age, but that it was impossible to determine the effect on premarital pregnancy because of the underreporting of abortions, estimating that the young people responding to the survey reported no more than 33 percent of the abortions they had actually had, thus producing a spuriously low estimate of premarital pregnancies (Dawson 1986).
Concluding a study of the effects of the law requiring parental notification of minors’ abortions in Massachusetts, Cartoof and Klerman wrote that “Massachusetts minors continue to conceive, abort, and give birth in the same proportions as before the law was implemented” (Cartoof and Klerman 1986). This conclusion, however, was at odds with the numbers they presented. They counted the number of abortions performed on minors in the state before the law and in the state and five neighboring states after the law. They also counted the number of births to minors before and after the law.
They presented the following figures:
♦Including abortions performed out-of-state on Massachusetts minors
Clearly, there was a large reduction in abortions and a negligible increase in births to minors in Massachusetts. How much of this reduction in abortion is the result of out-of-state minors no longer coming to Massachusetts? The authors state that after the law “the number of minors who obtained out-of-state abortions jumped to 69, an increase of 130 percent over the average of the first four months of 1981” (p. 398). This would imply that about 30 Massachusetts minors per month had been going out of state for abortions prior to the law. They also state that “twice as many out-of-state minors came to Massachusetts for that reason” (p. 399). This would imply that about 60 out-of-state minor girls per month, or about 720 per year, had been coming to Massachusetts for abortions before the law. This leaves a net reduction of 450 (1170–720 = 450) abortions that must be attributed to the law’s effects on Massachusetts minors. This is more than 10 percent of the number previously performed on them.
In 1981, Minnesota passed such a law. Figures published by the Center for Health Statistics, Minnesota Department of Health, showed that the abortion rate among girls 15 to 17 years of age fell by 21 percent between 1980 and 1985, the pregnancy rate fell by 15 pecent, and the fertility rate by 9 percent (Select Committee on Children, Youth, and Families 1986). Planned Parenthood filed suit against the state of Minnesota to have the law declared unconstitutional (Hodgson v. Minnesota 1988). The law was upheld and took effect again in 1989.
A study published in 1994 again addressed the effects of parental involvement laws on adolescent abortion and fertility. It concluded that such laws do “reduce adolescent abortion rates and may, to a lessor (sic) degree, reduce adolescent pregnancy rates. Thus, the findings imply that enforcement of parental involvement laws will increase adolescent fertility rates” (Ohsfeldt and Gohmann 1994). The authors base this conclusion on multiple regression models, in one set of which the ratios of adolescent abortion rates to rates for older teens and adult women in several states are the dependent variables; in the other set, the dependent variables are the ratios of adolescent pregnancy rates to rates for older teens and adult women.
While their conclusion follows logically from the results apparently generated by their models, there are some problems with their models. In the first place, their models explain only one-fourth to one-third of the variation in pregnancy ratios. That is to say, the coefficients of determination are small, meaning that the standard errors of the estimates must be large and the significance of the findings correspondingly diminished. Second, the authors base their conclusions solely on point estimates rather than the confidence interval estimates that are normally used in such cases. The article contains no direct information on the standard error of the estimates or the standard errors of the partial regression coefficients. These are serious faults.
Another interesting feature is that the authors do not use birth data, which are readily available from official sources and provide direct, accurate information about fertility, but instead estimate fertility indirectly from privately estimated pregnancy data, which include privately estimated abortion rates. They then infer that an increase in fertility must have occurred when their model predicts a decrease in pregnancy that is smaller than the estimated decrease in abortion.
In addition, the authors say that they omit from their study all states “where reliable data on adolescent abortions are unavailable” as well as Alaska and Hawaii for undisclosed reasons. It is true that, as the result of lobbying by the government-funded “family planning” industry, abortion data throughout the nation are not collected as vital statistics such as births, deaths, and marriages. The federal government imposes no requirements for abortion reporting; nor do many, perhaps most, states. In California, for example, as in many other states, the state health department collects no information on abortions other than those paid for by MediCal. The department responds to requests for total abortion information by providing Guttmacher Institute estimates. The federal Centers for Disease Control publishes figures for some of the states from time to time, but the most widely used data by age and race for all states come from the Guttmacher Institute, a research agency created by Planned Parenthood, one of the principal promoters of government “family planning,” at intervals of three to five years (Henshaw 1993), based on their surveys of all known abortion providers in the country.
Given the total number of abortions indicated by their surveys, the Institute estimates the proportion of abortions performed on teenagers, using information supplied by state health departments and the Centers for Disease Control. For some states, no such information or estimates exist. In order to publish figures on the age distribution of abortions for these states, persons at the Institute make estimates “based on the proportion of abortions obtained by women of the same age in neighboring or similar states” (Henshaw 1993). In 1988, this list numbered 10 states, including California, the most populous, and Illinois. What all of this means is that the sample used for the Ohsfeldt and Gohman models omits 26 percent of the population and the associated information without correcting for the bias thus produced. In their alleged effort to “avoid possible bias,” they may have created more bias than originally existed in the figures estimated by the Guttmacher Institute.
In principle and for very good reasons, Austrian economics has serious reservations about statistical analysis. The Ohsfeldt and Gohmann article, as well as the others discussed above, shows that these reservations are well taken.
Finally, the proponents of government birth control have created school “clinics” to distribute contraceptives to school children, claiming miraculous success in reducing adolescent pregnancy (Zabin 1986). Subsequent evaluation, however, showed that the clinics either had no effect or significantly increased births to teenagers (Kirby 1993; Kirby 1991).
A serious question remains. Should government try to expand access to family planning information and services in the interests of controlling fertility among those who are or might become dependent on public assistance? To Austrian economic thought, it is obvious that public assistance must have a seriously adverse impact on behavioral incentives (Rothbard 1978), not only among the recipients, but among those who are forced to pay for the programs. But the narrower question is not whether public assistance should be abolished, but whether, given that it exists and is likely to endure for a variety of political reasons, government birth control can reduce the incidence of dependency. To put the question another way, does government birth control lessen the problem of dependency, or is it an example of wading deeper into the swamp?
Methods
Using data for the 50 states, this study employs multiple regression analysis to investigate the relationship between public expenditures on contraceptives, sterilizations, and abortions on the one hand, and rates of dependency on Aid to Families with Dependent Children on the other, while controlling for important other factors. It also investigates the statistical effects of such policy measures as providing government-financed abortions and requiring parental involvement in minors’ decisions regarding abortion. The results will be examined to see whether they indicate that publicly-funded birth control reduces or contains dependency, as is commonly claimed by supporters of such programs.
As shown in Table 1, rates of dependency on Aid to Families with Dependent Children in 1985 varied from 1.3 percent of state population in New Hampshire to 7.4 percent in Michigan. The factors contributing to the differences in the rates may include differences in state efforts to reduce unwanted pregnancy among low-income women. If government-subsidized birth control does indeed prevent unwanted pregnancy among such women, we should expect to find a negative statistical relationship between public expenditures for birth control and dependency rates when we isolate the effects of family planning from other factors affecting the rates of dependency.
There is also the problem of determining causation. Although statistical analysis in general can show association but not causation, there are some statistical tests for determining causation. To the extent possible, these tests are used in this study. In addition, to lessen the probability that the birth control expenditures are policy responses to a perceived problem of dependency, this study observes birth control expenditures two years prior to the year of the observed dependency rates. Table 1 shows that public birth-control expenditures per woman aged 15 to 44 in 1983 varied from $3 in Utah to more than $15 in California and $16 in Hawaii.
It is reasonable to believe that other factors having an impact on dependency may be unwed births, either as a proportion of total births or as a proportion of the population or some part of it; male unemployment, which renders fathers unable to support their children; the size of the average cash aid grant relative to other possible sources of income; race; the proportion of the population statistically defined to be in poverty; the age distribution of the population; and the rural—urban distribution of the population. Accordingly, this study investigates the impact which each of these factors has on dependency ratios. Table 2 presents a list of the variables.
The method of multiple regression permits estimation of the separate impact in which each factor has on dependency independent of the other factors. In cases where such factors are statistically correlated, or intertwined, with each other, it is not possible to estimate the separate influence of each factor on the dependent variable. This is called the problem of multi-collinearity. Table 3 presents selected elements of the correlation matrix for the proposed independent variables. It shows, not surprisingly, that teenage pregnancy, race, and poverty are correlated with unwed births. It is appropriate, therefore, to omit some of these from the analysis, recognizing that the remaining one incorporates the effects of the others and that nothing is added to the predictive capability of the model by including the others. Also, the method of two-stage least squares is appropriate in situations where one or more of the independent variables may depend on some of the others. This method, which is used in this study, in effect regresses such variables first on the others and then regresses the dependent variable on all of the independent variables.
Table 1
AFDC Dependency and Public Birth-Control Expenditures Per Woman 15–44, by State, 1985
Table 2
Variables
AFDC5 - the number of persons, including children, dependent on Aid to Families with Dependent Children as a percent of the state’s population, 1985, derived from The Statistical Abstract of the United States, 1987 and 1988
AFDCR - the ratio between the 1985 average AFDC monthly grant per family and average annual pay in each state, derived from The Statistical Abstract of the United States, 1988
AVU - the average level of male unemployment in each state for 1983–85, derived from The Statistical Abstract of the United States
BHPC5 - percent of total population that is hispanic or black, 1985, derived from intercensal estimates by the U.S. Bureau of the Census
FA - a dummy variable which takes the value of 1 if the state provides free abortions for girls dependent on their families for support and for low-income women, and equals zero otherwise, from Gold and Nestor, 1985
FPW - total government expenditures on contraceptives, sterilizations, and abortions, by state, 1983, derived from Gold and Nestor, 1985, divided by number of women aged 15–44, by state, 1983, derived from National Center for Health Statistics, Monthly Vital Statistics Report, September 20, 1985
InAFDC - In AFDC5
lnAFD5 - In AFDCR
InAVU - In AVU
InFPW - In FPW
lnUR3 - In UR3
lnUR4 - In UR4
M80 - percent of state population living in metropolitan areas, 1980, from The Statistical Abstract of the United States, 1993
PIPC5 - disposable income per capita, 1985, from The Statistical Abstract of the United States, 1993
POVA - average percent of population below poverty threshold, 1979–1989, from United States Census, 1980 and The Statistical Abstract of the United States, 1993
PW1824 - ratio between number of females aged 18–24 and total population, 1984, derived from the U.S. Bureau of the Census, Current Population Reports, P25–1106, “State Population Estimates by Age and Sex: 1980 to 1992,” November 1993
TAP5 - the sum of births and abortions per 1,000 women of age 15–19 in 1985, from Henshaw and Van Vort, 1989
UB3 - number of unmarried births per 1,000 state population, 1983, derived from the National Center for Health Statistics, Monthly Vital Statistics Report, September 20, 1985, and the U.S. Bureau of the Census
UB4 - number of unmarried births per 1,000 state population, 1984, derived from the National Center for Health Statistics, Monthly Vital Statistics Report, July 18, 1986, and the U.S. Bureau of the Census
UB5 - number of unmarried births per 1,000 state population, 1985, derived from the National Center for Health Statistics, Monthly Vital Statistics Report, July 17, 1987, and the U.S. Bureau of the Census
UR3 - the 1983 ratio between births to unwed mothers and total births in each state, from the National Center for Health Statistics, Monthly Vital Statistics Report, September 20, 1985
UR4 - the 1984 ratio between births to unwed mothers and total births in each state, from the National Center for Health Statistics, Monthly Vital Statistics Report, July 18, 1986
UR5 - the 1985 ratio between births to unwed mothers and total births in each state, from the National Center for Health Statistics, Monthly Vital Statistics Report, July 17, 1987
URA - unmarried births as percent of total births in each state, average for 1983 and 1984, derived from UR3 and UR4
Table 3
Selected Entries from the Correlation Matrix
Finally, a problem in statistical estimation can arise when the residuals from the regression are correlated with one or more of the independent variables. When this occurs, the estimates are still unbiased, but the tests of significance lose some of their reliability (Gujarati, chap. 11). This problem of “heteroscedasticity” arises in this investigation. It can be lessened or corrected by using the method of weighted least squares or by transforming the variables into logarithmic form, both of which are used in this study.
Results
Table 3 shows that dependency is correlated with male unemployment, family-planning expenditures, the unwed-birth ratio, race, and (moderately) with the ratio between the average cash grant and average pay in the state. It also shows that unwed births are correlated with race, poverty, teenage pregnancy, family-planning expenditures, metropolitan status, and unwed births in preceding years. Teenage pregnancy is correlated with race, free abortions, metropolitan status, and higher per-capita income, but not with male unemployment or poverty.
Table 4 gives regression results for unwed births, as a proportion of all births and relative to the total population of the state, showing that family-planning expenditures for 1983 are a significant factor in the unwed-birth ratio for 1984 and 1985, but free abortions are not. Table 4 also shows that poverty, race, and teenage pregnancy are significant factors in unwed births, but free abortions and unemployment are not.
Table 5 shows that teenage pregnancy is significantly and positively associated with free abortions, less so with family-planning expenditures, and negatively associated with male unemployment and the size of the average AFDC benefit relative to average pay. It also shows that teenage pregnancy is associated with higher levels of per-capita state income. Almost 80 percent of variations among states in teenage pregnancy are statistically explained by variations in per-capita income, race, and the availability of free abortions.
Table 5
Regression Results, Teenage Pregnancy
Table 6 presents the results of regression analysis of AFDC dependency. It shows that dependency is very significantly and positively associated with male unemployment. Dependency is also significantly and positively associated with the size of the average cash grant relative to average pay in the state and with unwed births. It is more closely associated with unwed births as a proportion of total births than with unwed births as a proportion of total state population. This may reflect the influence of the age distribution of the population; when the proportion of the population that consists of females between the ages of 18 and 24 is added as an explanatory factor (see Equation 4 in Table 6), the adjusted R-squared increases but unwed births become insignificant, probably because of multi-collinearity between unwed births and the age distribution.
Free abortions have no significant effect on dependency, a result which contradicts widely-publicized claims (Torres et al. 1986), nor does teenage pregnancy directly, but teenage pregnancy affects unwed births, which increases dependency. Family planning expenditures per woman of reproductive age are positively and significantly associated with dependency.
Almost 90 percent of the variation among states in dependency rates are statistically explained by variations in male unemployment, the unwed-birth ratio, the size of the average cash grant relative to average pay in the state, public expenditures on family planning, and other factors represented by the intercept. This appears in Equations 6, 7, 9, and 10, which are weighted to correct for heteroscedasticity. The results of unweighted two-stage least-squares testing (Equation 8) are not greatly different from those of ordinary least squares (Equation 5); and the results of weighted two-stage least-squares testing (Equation 9) are not much different from those of least-squares weighted (Equation 6), suggesting that the model is not much affected by multi-collinearity among the explanatory variables.
The intercept may also indicate that the relationship between dependency and the independent variables is not linear throughout. In the very unlikely event that all of the independent variables had zero value, then dependency might be zero but could hardly be negative.
Using the model in Table 6, Equation 9 to predict dependency for California in 1985, given that AVU, average male unemployment in 1983–1985, was 8.2 percent; that FPW, total government expenditures on contraceptives, sterilizations, and abortions per woman aged 15–44 in 1983 amounted to $15.51; that AFDCR, the ratio between the 1985 average AFDC monthly grant per family and average annual pay, amounted to 0.0245; and that UR4, the 1984 ratio between births to unwed mothers and total births amounted to 238.4 per thousand; AFDC5, the percent of the population receiving AID to Families with Dependent Children should have been 6.7 percent, compared to the actual rate of 6.2 percent.
Again, using the model in Equation 9, if FPW, family-planning expenditures, had been $1 more per woman, predicted dependency would have been 6.8 percent instead of 6.7 percent. If male unemployment had been 9.2 percent instead of 8.2 percent, predicted dependency would have been 7.1 percent instead of 6.7 percent. If the monthly cash grant had amounted to 3 percent of average annual pay in the state instead of the actual 2.4 percent, this would have increased predicted dependency to 7.6 percent. Taking account of the effects of family planning expenditures on unwed births as shown in Table 4, Equation 3, if FPW had been $1 more per woman, predicted unwed births would have amounted to 7 more per thousand, increasing dependency by a tenth of a percentage point.
Using the model in Equation 9 of Table 6 and 1992 data on government birth-control expenditures per woman aged 18–44 in California (Daly and Gold 1993) and data for 1992 and 1993 on male unemployment, the unwed birth ratio, and the monthly cash grant relative to average pay (Statistical Abstract, 1994, 1995), the model predicts that AFDC dependency in 1993 should have been 8.5 percent of the state population, compared with an actual rate of 8.3 percent.
Table 7
Regression Results, Ln AFDC5
Table 7 presents the results of logarithmic transformation of the variables, another procedure recommended for dealing with heteroscedasticity. The same relationships appear. A useful feature of logarithmic transformations is that they permit the estimation of elasticities. Thus, the results indicate that a one percent increase in male unemployment increases the dependency rate by more than 0.5 percent; a one percent increase in the average cash grant relative to average pay increases the dependency rate by 0.6 percent; a one percent increase in the unwed birth ratio increases the dependency rate by 0.8 percent; and a one percent increase in family planning expenditures per woman of reproductive age increases the dependency rate by about 0.2 percent.
There is, thus, a clearly positive relationship between dependency, unwed births, and teenage pregnancy, on the one hand, and government family-planning programs on the other. There is no evidence that the government birth-control programs reduce the problems which they claim to address. It is, nevertheless, possible that the programs represent efforts to control long-standing problems, and that, even though they appear in statistical models to be unsuccessful, the problems would be worse in the absence of the programs.
There are some statistical tests of causality that can be used to help resolve such ambiguous cases (Gujarati 1988, pp. 541–43). They proved not to be helpful in this study, however. What they chiefly showed is the very high year-to-year correspondence in state ratios of unwed births, rates of teenage pregnancy, and public expenditures on birth control. What they suggest is that public budgeting for “family planning” is the result of an embedded political process that continues to finance programs whether or not they correct problems and that the problems continue and increase despite the publicly funded programs ostensibly aimed at control.
The models in Table 6 were expanded to test for the effect of parental involvement laws, which require parental notification or permission for minors’ abortions. Using a dummy variable to represent the existence of such a law, the results indicated that such laws do tend to reduce dependency, but the coefficients were not statistically significant. This is not surprising, since the girls under age 18 to which such laws apply accounted for only 15 percent of the total births to unmarried women in 1985 (13 percent in 1993) and only a fraction of these became dependent on public assistance. Even if regression analysis were to show a significant effect of such laws, this would leave unanswered the question as to their effects on surrounding states. That is, it may be that the chief effect of such laws is, as some have said (Cartoof and Klerman 1986), to send young girls out of state for their abortions.
Table 8 addresses these questions. It compares birth rates and abortion rates among teenagers in 1980 and 1988 for states having parental involvement laws in 1988 with the rates in surrounding states and in other states. The rates are weighted averages for the states in each of the three groups, the weights being the number of young women of age 15–19 in each state. The table shows that birth rates as well as abortion rates declined in the states having parental involvement laws, that there was no increase in the rates for surrounding states, and that both rates increased in other states. These results strongly suggest that families provide better guidance for young people than do state-subsidized birth controllers.
Table 8
Weighted Average1 Birth and Abortion Rates per 1,000 Women of Age 15–19 in States with Parental Involvement Laws, Surrounding States, and Other States, 1980 and 1988
1Weighted by numbers of women 15–19.
2Laws in force in 1988: Alabama, Indiana, Louisiana, Massachusetts, Missouri, No. Dakota, Rhode Island, and Utah.
3Arizona, Arkansas, Colorado, Connecticut, Florida, Georgia, Idaho, Illinois, Iowa, Kansas, Kentucky, Michigan, Minnesota, Mississippi, Montana, Nebraska, Nevada, New Hampshire, New York, Ohio, Oklahoma, So. Dakota, Tennessee, Texas, Vermont, Wyoming.
4Singh 1986.
5Henshaw 1993.
Conclusions
This study has found no evidence that public subsidies for contraceptives, abortions, and sterilizations reduce the incidence of public assistance, contrary to much-publicized claims. Quite the opposite, the results indicate that higher expenditures on government-subsidized birth control are associated with higher ratios of unwed births, higher rates of teenage pregnancy, and higher levels of dependency, while restrictions on access, in the form of parental-involvement requirements for minors’ abortions, are associated with reductions in unwed pregnancies, births, and abortions.
The results also suggest that the higher the public-assistance benefit is relative to average pay, the higher the rate of dependency, which probably reflects the economic rationality of the recipients of public assistance, as well as the adverse-selection effect familiar to economists (that is, high public-assistance benefits attract immigrants).
The high and significant correlation between male unemployment and dependence on public assistance suggests that the most effective way of combating the so-called “welfare problem” may be to improve labor markets—that is, to free them from the prevailing government restrictions—rather than to subsidize birth control. Many economists have called attention to the government’s major role in producing unemployment (Rothbard 1978; Williams 1982; Vedder 1993; Lindbeck 1995).
This study has demonstrated the futility of trying to reduce dependency by means of yet another public intervention—government-subsidized birth control. Austrian economics has shown the diverse ways in which government-transfer programs distort incentives, both among those who receive the transfers and those who pay the taxes to finance them (Rothbard 1978, pp. 142–70). A moment’s reflection shows why this should be so in the case of government birth control. One reason may lie, as some authors have suggested, in the “moral hazard” effect—that is, the encouragement which public “family planning” programs give to sexual risk-taking which would not occur to the same extent in the absence of the programs (Baumol and Blinder 1991, p. 257). Also, the operators of public-birth control programs need a measure of their “productivity” to justify the continuation and growth of their subsidies. The number of “acceptors” of contraceptives, sterilizations, and abortions serves as this measure. Hence, recruitment of customers for such subsidized services is essential. Such recruitment efforts will be most effective when concentrated among those not already served by private providers—that is, among the unmarried, young, and inexperienced, and those with little income of their own. High school and college students provide an ideal market, and the very large efforts at sex “education” and recruitment of these potential customers should come as no surprise. These activities will obviously tend to increase the problems which they propose to correct, as the evidence indicates (Marsiglio 1986). The recruiters, however, will argue that the problems would be much worse in the absence of their efforts, as we have seen.
In addition, the subsidies constitute an incentive to inflate the reported number of users of the “services.” For example, performing “abortions” on non-pregnant clients appears to be common (Rhomberg 1980, p. 63).
Finally, the recipients of subsidies have the means and the motive to engage in heavy lobbying of government officials and courting of the media to ensure the continuation and growth of their largesse, and to plead that the reason their programs do not produce the promised results is that they do not yet have enough financing. Government-financed Planned Parenthood operates its own research agencies, publishes its own journals, and engages in extensive litigation to promote government birth control. Through its research arm, the Alan Guttmacher Institute, the agency distributed its highly influental glossy booklet 11 Million Teenagers: What Can Be Done about the Epidemic of Adolescent Pregnancies in the United States to government officials, newspaper writers, parent—teacher organizations, churches, youth organizations, and other creators of public opinion throughout the nation (Kasun 1988, p. 117). A typical Planned Parenthood clinic, which derives most of its income from government sources, spends tens of thousands of dollars annually on lobbying government officials, and on travel for that purpose (Six Rivers Planned Parenthood 1994). In addition, clinic personnel play an active role in party politics.
Politicians, therefore, face a watchful, committed, government-financed special interest group, ready to administer swift punishments and rewards for their actions, while the general public remains largely indifferent.
Obviously, none of these activities can be expected to reduce the incidence of sexual risk-taking and the unmarried births and dependency to which it leads. On the contrary, they should be expected to increase it, as indicated by the results of this study. The results, therefore, confirm Austrian economic reasoning and, indeed, what common sense would suggest.
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NOTES AND REPLIES
Statistical Malfeasance and Interpreting Economic Phenomena
Richard Vedder
It took seven decades, but most people now accept what Ludwig von Mises explained three quarters of a century ago, namely, that centrally directed socialistic economies cannot succeed in coordinating vast numbers of interrelated decisions, in large part because of the information problem arising from non-market forms of resource allocation (Mises 1920). No amount of input-output models generated on vast computers can overcome the problems of directing resources under changing conditions of wants and scarcity.
The information problem that plagued socialist states, like the old Soviet Union, persists in another form today in so-called “mixed” economies like the United States. While the price data generated by markets, as consumers and producers interact in a productive, if seemingly chaotic, discovery process, allow decentralized economic agents to make complex and ever-changing economic decisions without any central direction; governments try to generate data which aggregate economic activity over entire economies to assist the softer forms of economic planning that persists in most of the industrialized democracies—fiscal and monetary policy, environmental rules, governmentally mandated distortions in the use of energy resources, and so on.
On methodological grounds, Austrian economists reject the logical-positivism of most contemporary economics. Even if one were raised in a neoclassical tradition that places a high utility on evaluating economic phenomena in terms of some analogue of the scientific method present in the physical sciences, however, one should be wary of many modern research findings, owing to the inherent and probably insurmountable difficulties of aggregating economic data. Bad data lead to bad conclusions, even if one accepts an activist economic philosophy that centralized decision making can improve on the spontaneous decisions made in the market economy. This paper presents five examples of how data problems can lead to a misinterpretation of economic phenomena, or at least promote great uncertainty in evaluating the direction and scope of economic change.
Example One:
Are Wages Rising or Falling, or, Are Workers Being Exploited?
Public figures as politically diverse as former Labor Secretary Robert Reich, Pat Buchanan, and Ross Perot have argued that the standard of living of American workers has stagnated in recent decades. Reich blames it on greedy businessmen, while Buchanan and Perot claim that as a consequence of ill-considered free-trade policies, low-paid foreign workers are robbing Americans of their affluence. Is this unholy trinity right?
Using the method of mainstream economics, let us turn to the purported evidence to evaluate the scenarios of three economists whose names began with “M”: Malthus, Marx, and Mises. Which economist do you like? Using contemporary data, I can give you evidence to support the views of any of them.
Go to the allegedly trusty source of current economic information, the Economic Report of the President (U.S. Council of Economic Advisers, various years). Turning to page 352 in the 1997 edition, the hourly average wage of private sector American workers in 1973, expressed in dollars of 1982 purchasing power, is stated to be $8.55. For 1996, it was only $7.43. Workers were making 13.1 percent less in 1996 than a generation earlier. On a weekly basis, the wage decline was even greater. This is evidence that Malthus was right. With population growth and the law of diminishing returns, wages are moving toward subsistence.
Or maybe Marx was right. Turning the page, we learn (page 354) that the output per hour in the same period has risen more than 30 percent.1 Productivity was rising significantly even while wages were falling—we have a total refutation of the Austrian claim (Mises 1963, p. 597) that workers are paid according to their marginal productivity. We have progressively greater exploitation of the proletariat by greedy capitalists. If this scenario is true, Bill Gates and Sam Walton make capitalists like the Vanderbilts and the Rockefellers look like Mother Teresa. Why did Marxism largely wither away (except in universities) when we needed it to explain the growing absolute and relative misery of the American worker?
Alas, there is another side to the story. Michael Boskin and some other distinguished number crunchers have concluded that the consumer price index used to calculate real-wage change overstates inflation by about 1.1 percentage points a year, and has done so for a long time.2 Earlier, the price gurus at the Bureau of Labor Statistics as much as admitted that their CPI-U index suffered significantly by overstating housing prices after 1967, and concocted a CPI-U-XI index. It was generally believed around 1980 that adopting the XI procedures would improve factual accuracy, but our government did not do so because, among other things, it would have reduced Social Security cost-of-living benefit increases. Hence, for political reasons, the U.S. government continued to use an index that everyone says was wrong. Using the XI index and reducing annual inflation rates by 1.1 percentage points annually, I calculated a new and presumably improved measure of changing rates of inflation (see appendix).
“Boskinizing” the data, real wages in fact rose 9.4 percent an hour from 1973 to 1996, rather than fell as officially reported. Using the method of contemporary mainstream economics, we can say that, empirically, the Malthusian—Marxian scenario described above has now taken a hit, but, alas, the wage growth is still well below the reported productivity growth of 30.2 percent. In other words, Marx is closer to the truth than Mises, or, for that matter, than Alfred Marshall.
Don’t despair yet. Marx is about to take a big hit. Page 354 of the Economic Report covers “real compensation per hour” in the “business sector.” This table incorporates into employee compensation the fringe benefits excluded from the wages measure, and thus is a more comprehensive measure of the remuneration that workers receive from their employers. Even using the flawed BLS data on inflation, it is revealed that real compensation per hour rose 9.1 percent from 1973 to 1996. So much for Malthus. Applying the XI and Boskin adjustments to the CPI (see sppendix), I calculate that real compensation per hour in fact rose 42.8 percent from 1973 to 1996. Workers are doing much better than their parents did a generation ago.
Has Mises been vindicated by the very quantitative approach that he disdained? Not exactly. Wages, broadly defined, are now recorded as having risen faster than productivity. If correct, this implies that corporations are being financially squeezed by labor, either by accident or design. We have reverse Marxism—the proletariat is squashing the capitalists—the withering away of capitalism, if you will. Alternatively, a benevolent, “kinder and gentler” breed of entrepreneur is voluntarily turning over income to workers.
This latter conclusion, however, is murky, since it compares rising real compensation to productivity change. Productivity is defined in terms of real output per hour of work. Thus, the calculation of productivity involves using a price index, and if that index has been understated, then the recorded productivity growth has similarly been below reality. A large number of students of productivity data believe there is an understatement of modern productivity growth. Correcting for that misstatement, it is plausible and indeed likely that the real-wage data and the productivity data would show very similar upward trends, consistent with both Austrian and neoclassical traditions in economics. Mises is thus vindicated.
All of this reinforces Austrian concerns about attempting to verify or falsify economic propositions based on aggregative economic data. At the same time, as Professor McCloskey (1985) tells us, the rhetoric of modern economics includes heavy use of numbers and econometric manipulation of them. Only partly tongue in cheek, I think it is legitimate to use Austrian praxeological principles to clarify some of the existing statistical mayhem. To illustrate, accept the Austrian proposition that wages are determined by the marginal productivity of labor. The rate of growth in aggregate prices over time, then, would equal that growth necessary to be consistent with this Austrian proposition. If Boskin’s 1.1 point adjustment to the CPI leads to wage growth exceeding productivity change, while no adjustment leads to productivity changes exceeding wage growth, the correct adjustment is one that equates these two measures, perhaps 0.5 or 0.7 percentage points. Since, given the rhetorical passion of economists for quantitative measures, we are going to use price indices; why not use Austrian insights to calculate them, even if Austrians themselves are disdainful of their use? I say this with some trepidation, ever mindful of Mises’s magisterial injunction: “In the field of praxeology and economics no sense can be given to the notion of measurement”3 (Mises 1966, p. 222).
Example Two:
The Worsening Post-World-War-II Depression4
Problems with price indices can lead to grotesque and changing interpretations of historical phenomena. According to the official national-income-account data, the nation had a huge downturn in 1946. Moreover, unique among downturns in American history, it continues to get worse—even after the downturn is over. In 1960, the U.S. Department of Commerce reported that the national output decline for 1946 had reached an extraordinary 14 percent. With the historical revisions reported in 1995 (U.S. Council of Economic Advisers), the calculated output decline for the year 1946 was 20.6 percent. This is greater than the accumulated reported decline for 1931 and 1932 during the darkest part of the Great Depression.
Yet, all of this happened while consumer spending was rising sharply, the unemployment rate was under 4 percent, and the stock market was registering double-digit gains, with the Standard and Poor industrial index reaching the highest level since 1929. The statistical fiction that official national-income indicators show reflects the switch from largely command, non-market-based output in 1945 to a much more market-determined output with a dramatically downsized public sector. The end of the wage-and-price controls meant that inflation moved from being disguised to being explicit. Perversities in the way the aggregate GDP price deflator is calculated meant that the shift from public to private activity substantially increased the recorded GDP price deflator for the economy. Over time, the difference in the reported increase in prices in the public and private sectors meant that the post-war shift back to private enterprise increased the aggregate price index independent of price movements.
Thus, revisions in statistics years after they are originally compiled do not always lead to greater accuracy. Given the fundamental problem of evaluating government activity that is not sold in markets, any aggregate output statistic is subject to considerable debate. As Robert Higgs (1992) has shown, under one very reasonable method of accounting, the Great Depression actually persisted until the mid-1940s, rather than decisively ending with America’s entry into World War II.
Example Three:
Are We Undergoing Deindustrialization?
The contradictory data are present within a single edition of the Economic Report of the President. For example, some people have spoken about the “deindustrialization” of America, presumably referring to a sharp decline in the relative importance of manufacturing in the American economy. Using nominal data from page 312 of this year’s report (U.S. Council of Economic Advisers 1997), this observation is confirmed, with manufacturing’s share of gross domestic product falling by nearly one-fourth in just 17 years from 1977 to 1994 (from 22.81 to 17.27 percent). Looking at the next page (p. 313), where the data are expressed in real terms, one observes manufacturing’s share of output falling only very modestly, from 18.61 to 17.68 percent of GDP Hardly major deindustrialization.
Example Four:
Is Government Growing or Declining in Relative Size?
With respect to government, the conclusions are just the opposite. With the data expressed in real terms, the government by 1994 was about a 20 percent smaller proportion of the economy than in 1977; with nominal data, the decline was only one-third as great. Adding to the confusion, the measured change of relative size in government varies depending on whether one looks at tables B-l and B-2, B-8 and B-9, or B-10 and B-11. Turning to data on total current expenditures of government on page 394, we learn that government as a percent of GDP, grew from about 30 to 32 percent from 1977 to 1994, reflecting the impact of income transfers not included in the basic GDP classifications. Moreover, none of these measures picks up the impact of coercive governmental regulation or mandates on the private sector, which almost certainly have grown in relative importance over time.
As with earlier examples, the hazards of price indexation contribute importantly to the contradictory findings. For example, the statistics supposedly correcting for inflation use an index for governmental services to deflate, which is, at best, a highly speculative exercise, given the non-market nature of governmental activity. In general, governmental services are valued in the GDP accounts by adding up compensation paid to employees, which is to say on payments to inputs rather than a valuation of output. Given the very high levels of economic rent present in much government employment, this is a doubly dubious procedure. After all, one group of employees is not paid according to its marginal contribution to society, it is government employees (Cox and Brunelli 1994).
Example Five:
Is the Economy Doing Well or Poorly?
Even most mainstream economists acknowledge significant difficulties with the measurement of aggregate economic performance. The official GDP statistics suggest that the worst post-war year in terms of total output change was 1946, while the best was 1951. The former year saw the nation convert from a wartime to a peacetime economy, and from a price-controlled economy to one in which prices were more or less free to fluctuate with market forces.
The exact reverse happened in 1951. The 1951 boom came in part by forcing human resources into employment at below-equilibrium wages—the military draft. The allegedly good performance came from coercive tactics, and by valuing an important part of output not by the subjective evaluations of consumers and producers, but by the non-market prices paid to governmentally directed inputs.
Even if one accepts the concept of GDP as a reasonable way of evaluating the performance of an economy, however, there are significant practical difficulties. I randomly selected the year 1993 for evaluation. In the 1994 Economic Report of the President, it is reported that the 1993 GDP rose 2.9 percent—close to the long-term growth rate of somewhat over 3 percent. By 1995, the 1993 growth rate had been revised upward to a healthy 3.1 percent. The consensus was that 1993 was a pretty good year. The next year, the government changed its mind, deciding that GDP in 1993 rose but 2.2 percent, one of the lowest non-recessionary year growth rates in modern American economic history, and about 30 percent less growth than reported merely a year earlier. In 1997, the estimates were revised upward again slightly, to 2.3 percent. We not only had second thoughts about 1993, but third and fourth thoughts as well ended on December 31, 1993, and any change in its GDP after that date is an admission of prior statistical reporting error. The admitted errors are substantial.
All of this, of course, ignores the question of whether GDP, or any measure for that matter, is appropriate to evaluate aggregate economic performance. Consider the question: is the American economy doing well today? Those answering that question affirmatively cite statistics showing low unemployment, high employment-population ratios, rising exports and industrial production, significant immigration of human and capital resources to the U.S., and a booming stock market. Yet, the standard national-income framework, I think, is more consistent with a “no” answer to that question. The latest in the ever-changing GDP statistics shows that annual real GDP change has varied from -1.0 to 3.5 percent in this decade, with the median being about 2.5 percent. The median growth in the 1960s was 4.5 percent, in the 1970s was 4.1 percent, and in the 1980s was 3.2 percent. If these numbers are to be believed, then the 1990s is easily the worst performing of recent decades. Moreover, the long-run secular trend seems to be ever-lower rates of economic growth. Will the real American economy please stand up?
You Don’t Have to be an Austrian to be Austrian on Statistics
Even accepting the dominant method of modern economics, and believing that the use of empirical means to verify or falsify economic hypotheses is valid, the reality of data aggregation problems makes empirical exercises a hazardous and often dubious enterprise.
This comes as no surprise to Austrian economists. On basic theoretical grounds, the problems of generalizing with any precision about the magnitude of price changes are substantial. In Rothbard’s (1993) “evenly rotating economy” with freely operating market forces, the issue of aggregate economic performance is one that is either irrelevant or of a second order of importance. If economic agents are freely expressing their economic will in their decision making, the existing level of economic performance is optimal, and whether it is larger or smaller than in other time periods is not very important.
The discussion above merely samples the problems of using aggregate economic statistics. Other examples abound; four will suffice. First, hundreds of billions of dollars of underground and non-market activity distort aggregate statistics on national income and domestic product. Second, the problem of estimating poverty rates is so entangled that the government itself in some years issues not only the poverty rate but some 29 other variations, with the top estimate being at least three times the lowest one (U.S. Department of Commerce, 1992). Third, the national savings rate is radically different if one uses Federal Reserve data as opposed to Department of Commerce data.5 Fourth, U.S. exports to Canada are reported as being significantly different from Canadian numbers on imports from the U.S. More generally, the “errors and omissions” component of balance-of-payments statistics is often huge in magnitude.6
Some aggregate statistics are no doubt reasonably reliable. For example, I trust the numbers on total steel production. Changes in the factor shares in aggregate national-income data probably give better insight into whether labor is earning its marginal product than the wage-productivity data discussed above. Basic data on individual interest rates or individual commodity prices are probably pretty good. Moreover, the private economy in its planning wants, and is willing to pay, to get some aggregate economic data, even mediocre data. That explains why otherwise sensible businessmen pay economists to do forecasts. If GDP didn’t exist, someone would invent it.
The statistical mayhem described above suggests that one can find data to support almost any economic theory. The notion that mainstream economists practice science while Austrian economists are more like theologians is, at the very least, an exaggeration. Many mainstream economists selectively use data to defend preconceived positions. They try to add legitimacy to often bankrupt intellectual positions by invoking the mantle of science. On average, I think, Austrians are more straightforward and intellectually honest. The moral of my little story, then, is: beware, government statistics may be injurious to your economic health. Treat them gingerly and with suspicion, as Austrian economists have long done. Indeed, when it comes to government statistics, ignorance often may well be bliss.
Appendix
Below is the official CPI-U (1982–84= 100) and the author’s reconstruction of it incorporating the X1 and Boskin price adjustments.
Date | CPI-U | CPI-U-X1-BOSKINIZED |
1973 | 44.4 | 50.3 |
1974 | 49.3 | 55.4 |
1975 | 53.8 | 59.7 |
1976 | 56.9 | 62.0 |
1977 | 60.6 | 65.3 |
1978 | 65.2 | 69.5 |
1979 | 72.6 | 75.8 |
1980 | 82.4 | 85.2 |
1981 | 90.9 | 93.1 |
1982 | 96.5 | 97.8 |
1983 | 99.6 | 99.8 |
1984 | 103.9 | 102.4 |
1985 | 107.6 | 104.9 |
1986 | 109.6 | 105.8 |
1987 | 113.6 | 108.5 |
1988 | 118.3 | 111.7 |
1989 | 124.0 | 115.8 |
1990 | 130.7 | 120.8 |
1991 | 136.2 | 124.6 |
1992 | 140.3 | 127.6 |
1993 | 144.5 | 129.4 |
1994 | 148.2 | 131.3 |
1995 | 152.4 | 133.3 |
1996 | 156.9 | 136.1 |
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Some Austrian Perspectives on Unintended Consequences
Lowell Gallaway
One of the most overused notions in this about-to-expire century, is the concept of “unintended consequences.” In its strongest form, it emerges as the Law of Unintended Consequences, a generalized explanation for a host of public policy failures in American society. A seemingly innocent enough concept, it attempts to explain away why so many ventures into the realm of formulating public policy have gone awry, by asserting that things didn’t happen the way policymakers thought and “intended” that they would. (As if this excuses the nonsense that has passed as policy in our time.) In the vernacular, this is nothing but a “cop-out,” a deus ex machina that disguises the true source of failed public policy—a refusal to appreciate the full implications and ramifications of public policy initiatives for human action.1
The choice of the words “human action” is not casual. It is symbolic, intending to call to mind the Austrian traditions of subjectivism and individualism. This is in contrast to the conventional social science approach of thinking in terms of mechanical analogues that seemingly parallel the physical, or “hard,” sciences. The adverb “seemingly” is employed in fairness to the physical sciences. All too often, the parallelism that social scientists attempt to draw between their work and that of the physical sciences involves mere parodies of what the “hard” sciences do.
Example One:
Tax Revenues and Tax Rates
Let us illustrate the pitfalls associated with this kind of crude mechanistic approach to economic phenomena. A marvelous example occurs in the area of anticipating the impact of changes in tax rates on the amount of revenues collected from the tax in question. What is involved here, depending on the direction of change in tax rates, is one of two basic principles: (1) If you tax something, you get less of it, or, (2) If you subsidize something, you get more of it.
Both of these notions derive from a very simple idea, namely, that individuals take the tax burden into account before choosing their work and entrepreneurial effort. The significance of these propositions is borne out by some very simple numbers produced by recent American experience.
What is reported is the percentage that personal tax and non-tax Federal government receipts, almost exclusively from the personal income tax, were of nominal (not real) Gross Domestic Product for three dates, 1979, 1989, and 1995.2 These are all years of relatively high levels of economic activity. In 1979, these revenues amounted to 8.98 percent of GDR Ten years later, following at least a 25 percent reduction in tax rates and the introduction of indexation of the tax rate schedules, they stood at 8.52 percent of GDP, a decline of only 5.79 percent, instead of the expected 25 percent. Almost 80 percent of the potential decline in revenues from the income tax rate cuts of the 1980s had been offset by the dynamic effects of individuals responding to the cuts by increasing their work and entrepreneurial effort.
Move on to 1995. In the interval since 1989, there were two increases in personal income tax rates. What happened to the share of personal tax revenues out of GDP? It actually fell slightly, coming in at 8.48 percent as people adjusted their economic efforts to take account of higher tax rates.
There is a lesson to be learned here, one that those among us with some familiarity with American economic history and an appreciation for the role of individual behavior in shaping economic events already know. In recent years, it has been popularized in the form of the Laffer Curve.3 More generally, though, the lesson is that human behavioral responses to changes in economic parameters frequently lead to non-monotonic, that is Laffer-type, outcomes.
An Aside on “Mainstream” Economists
Apparently, the lesson just described is little understood by a substantial portion of the American economics profession. Just last September, some 546 economists, including seven Nobel laureates, signed a public statement released by the Economic Policy Institute in Washington, D.C., asserting the following4:
(1) the assumption that a substantial part of the revenue lost by reducing taxes will be offset by new revenues from additional growth is not credible.
(2) The . . . tax-cuts of the early 1980s were based on [this] claim, but . . . no sustainable increase of growth of supply took place.
(3) The . . . tax-cuts of the early 1980s were appropriately called a riverboat gamble. The country lost a wager. . . . We appeal to our fellow citizens and our potential leaders not to repeat the tragic mistake.
This statement was circulated by Paul Samuelson, James Tobin, Kenneth Arrow, Franco Modigliani, and Robert Solow.
C’est la vie. Never mind that our imperfectly measured economic growth averaged 3.2 percent between 1981 and 1989, compared to 2.4 percent in the previous eight years and 1.8 percent since. This “sustained growth in supply” was just sufficient to insure that, in the long run, there was no decline in tax revenues associated with the reductions in income tax rates that took place in the 1980s. On the other hand, the end result of the tax increases of the 1990s was a fall in revenue of about 9 percent. Talk about unintended consequences.
Example Two:
Income Maintenance and Poverty
The tax episode is not the only instance of economists and policy-makers ignoring individual behavioral responses to changes in economic circumstances. Let us go back in time a third of a century, to the early and mid-1960s. The poverty issue becomes the crisis du jour for the intellectual and policy elites, and becomes enshrined in American history in the form of Lyndon Johnson’s euphemism, “The War on Poverty.” The basic premise of the first generation of poverty warriors was that America’s relatively disadvantaged were becoming increasingly isolated from the mainstream of economic and social life in the United States. In short, the argument was made that a permanent underclass would emerge in America unless substantial policy interventions were implemented.
Initially, the rhetoric surrounding the proposed public policy initiatives was opposed to income transfers, per se, focusing instead on programs that supposedly would better equip the economically disadvantaged to participate in American economic life. For example, in February 1962, the New York Times commented (favorably) on John Kennedy’s message to Congress that accompanied his proposals for welfare reform. It noted that the President’s position “stems from a recognition that no lasting solution to the [poverty] problem can be bought with a welfare check.”5 As to Lyndon Johnson, when he signed the first substantial anti-poverty legislation in August 1964, he proclaimed, “the days of the dole in this country are numbered.”6 I use this statement frequently in my Economics of Poverty class, and I can never resist adding something to it, namely, that, “Unfortunately, Lyndon forgot to tell us that it was a very, very, large number,” now approaching 12,000. Within two years of the passage of the 1964 legislation, a monumental escalation of the volume of Federal public aid (in real terms) occurred. Between 1954 and 1966, the per capita volume of such aid roughly doubled, an annual growth rate of about 6 percent. In the next 12 years, it doubled not once, but twice, representing annual growth of about 12 percent.7
Refer back to the two basic propositions mentioned earlier. In this case, we have a subsidization of non-work effort. The expected outcome of this is an increase in the volume of non-work effort and a decrease in work activity. As Walter Williams once said, “The poor may be poor, but they are not stupid.”8 The behavioral changes brought on by the escalation of subsidies for not working impacted dramatically on another of our terribly flawed government statistics—the poverty rate, which is measured by a paradigm that counts only cash—money income towards meeting the poverty threshold. Since a large part of public aid expenditures are not in the form of cash money, the work disincentive effects associated with public aid will at some point lead to a reduction in the money income of the poor. Because of this, as the volume of public aid increased after 1966, the decline in the poverty rate first slowed, then stopped, and, ultimately, began to increase, producing another Laffer-style relationship, one that Professor Vedder and I have called, “The Poverty—Welfare Curve.”9 Just one more unintended consequence.
Example Three:
The Distribution of Income
One more example is appropriate. As we have moved through the twentieth century, the rhetoric of “envy” has become progressively more strident. Perhaps it was inevitable once the United States committed itself to a “progressive” income tax. Given the potential of the income tax to raise revenue and its avowed philosophy of taxing the “rich” more heavily than the “non-rich,” the development of a tax-and-transfer mode of government was predictable. The ultimate justification for a tax-and-transfer society is expressed quite well in a quote from the most recent Economic Report of the President10:
Without government intervention, the distribution of income would be even more dispersed than it is. A progressive Federal income tax and a variety of Federal and State transfer programs have for decades worked to reduce inequality.
This allegation appears plausible, at first glance. However, reflect on the contents of the previous section of this paper, where it was noted that individual behavioral responses to the provision on income transfers not only negated their supposed beneficial effects in reducing poverty but actually increased the number of people officially recorded as being among the poverty population. Apparently, the same thing happens with respect to the distribution of income.
Once more I will refer to some empirical data. In 1969, income transfers to persons in the United States amounted to 9 percent of all personal income. Twenty-five years later, that figure was 16.6 percent.11 What happened to income inequality over this interval? Using a very simple measure of inequality, the ratio of mean income of the bottom 20 percent, it increased substantially. This ratio rose by almost 45 percent between 1969 and 1994.12 Once more, we have an “unintended consequence” emanating from a public policy initiative.
The Curse of “Unintended Consequences”
The three examples outlined here illustrate a very basic point, namely, that a failure to take into account behavioral responses in structuring public policy leads to results that are often the opposite of what the rhetoric of the public policy debate suggests will happen. The instinctive response to this is usually, “How unfortunate. The designers of the public policy meant well. Their motives were good. We shouldn’t think badly of them for their efforts.” But, were their motives really good? Perhaps one mistake of this sort would be understandable, but multiple ones, in the face of powerful evidence documenting the nature of the errors? That is another matter. Perhaps the Law of Unintended Consequences should be relabeled, The Law of Deliberately Ignored Consequences.
Why, though, would policymakers wish to ignore the consequences of their actions? The answer to that query is simple. More often than not, this behavior supports an even more fundamental agenda of the public policy elites, the expansion of the role of government in social and economic affairs. Think of how convenient it is. Define a problem. Propose a solution that has the effect of expanding the role of government. In the goodness of time, the solution makes the problem worse, which permits the policy advocates to claim that the problem is more serious than originally thought, and that the initial government response was inadequate to deal with it. The obvious solution is to have the government devote even more resources to solving the problem. There is a parallel here with the bloodletting practices of medieval “doctors.” They would “bleed” the ill, which would have the “unintended consequence” of weakening them, making them become more ill, which would then become the rationale for bleeding them again, and again, and again, until they died. At that point, the doctors would note that the patient was sicker than they had thought.
But what about data such as those I have just cited? How do the policy elites deal with this? Simply ignore them. There is a delicious bit of irony here. In the past, I have heard Austrian economists caricatured as being people who say if the numbers don’t agree with the theory, so much the worse for the numbers, implying that they are “non-scientific” ideologues. However, that is exactly how the policy elites, and much of the mainstream of the economics profession, behave. They often fit almost perfectly that very caricature. Take the earlier aside about the Nobel laureates introduced toward the beginning of this paper. There are a number of empirical studies that say there is a significant dynamic effect associated with income tax-rate changes that mutes the static impacts on revenue. Yet, these people, in effect, take the stance that since these numbers do not agree with their conceptual paradigm, so much the worse for the numbers. Or, take the case of the statement from the Economic Report of the President about the effect of government on the distribution of income. This was released under the signature of Joseph Stiglitz, a distinctly mainstream economist.
Further, I simply can’t resist reporting two more classic instances of the mainstream types blatantly ignoring numbers that contradicted their basic theoretical notions. The first takes place in 1947. Lawrence Klein, future Nobel laureate and pioneer in the construction of macroeconometric models, has just had published his book, The Keynesian Revolution.13 In dealing with two empirical studies, one by Lorie Tarshis and the other by John Dunlop,14 that challenged a casual empirical observation made by John Maynard Keynes in The General Theory,15 Klein blithely dismisses them with the remark, “Our main concern is not with the empirical problem, but with the theoretical.”16
My second example is taken from some private correspondence with another Nobel laureate, Kenneth Arrow.17 The beginning sentence of one of his letters starts, “I have not had time to consider the empirical issues in determining what relation, if any, exists between inflation, GDP growth, and excess capacity.” Having said that, he then proceeds to pontificate for almost two pages as to what the relationships are. Just as with Lawrence Klein, the attitude seemed to be, “Don’t bother me with the data.”
There is an unfortunate aspect to all this: numbers have a certain power about them. They often dominate the rhetorical playing fields of both intellectual and policy debate. If the Austrian community abjures this rhetorical device, it concedes a good deal to those who will use numbers selectively to pursue an agenda that is at odds with the conclusions derived from the Austrian deducto-logical frame-work. In the process, they will allow these purveyors of misinformation a significant advantage as they pursue their statist agenda. In short, it might be well for Austrians to heed the advice of Robert Higgs, given at the conclusion of a piece assessing the New Economic History, namely18
these findings can serve as valuable material for Austrians practicing their own distinctive style of interpretive economic history.
It may seem that I am delivering something of a schizophrenic message. On the one hand, I have suggested that, from the methodological standpoint, Austrians have a good deal of company among the mainstream economists who often, especially in the instances described by the rubric The Law of Unintended Consequences, deny the validity of numbers that do not accord with their analytical perspective. On the other hand, I suggest that Austrians place themselves at a decided disadvantage in public policy debates if they ignore the rhetorical power of numbers.
This suggests a dilemma. What to do? All I can offer as a solution is an anecdote. In the summer of 1983, Professor Vedder and I had an extended conversation with Murray Rothbard in Palo Alto, California, concerning our paper that was published in the first issue of the Review of Austrian Economics. At one juncture, I pointed out to Murray that there were regression equations in the paper and asked whether that would be a problem. His response, as nearly as I remember was, “No! You guys do econometrics right.” What did Murray mean by that? While I can’t be sure, I suspect he was suggesting the inverse of the logical-positivist approach to knowledge, that is, rather than testing the validity of theories by consulting the evidence, you test the validity of the evidence by observing how well it fits the theory.
Lowell Gallaway is professor of economics at Ohio University. This paper was presented at the 1997 Austrian Scholars Conference, Auburn, Alabama, April 5, 1997.
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Block’s Erroneous Interpretations
Harold Demsetz
Walter Block has absorbed 64 pages of The Review of Austrian Economics1 to attack a 19-page paper I wrote.2 This is his second outburst. The first, to which my 1979 paper was partly a response, appeared in The Journal of Libertarian Studies.3 Block should have put this matter behind him rather than stewing over it for the 16 years between his current reply and my 1979 paper. I learn nothing from reading his part of this debate, and apparently he learns nothing from reading my part, so I write this reluctantly and refuse to join in any future similar exercise in futility.
In my response to his first paper, I wrote both about the error in his economics and the naiveté in the moral positions he took. I invite the reader to consult the above-referenced papers if he or she desires to know more about the moral issue. My intent here is to write briefly and to confine my comments to the central economic arguments made by Block in his latest critique. Block’s rumination on morals merits no response from me.
The economic argument concerns Coase’s4 analysis of the resource-allocation consequences of alternative assignments of ownership rights. His well-known analysis presented a view of the externality problem different from that held by Pigou (and, at the time Coase wrote, from that held by the economics profession). In the introduction to my 1967 paper “Toward A Theory of Property Rights,”5 I referred to Coase’s analysis to show its applicability beyond Pigouvian-type externality situations, briefly noting military recruitment as an example:
The taxpayer benefits [from a military draft] by not paying the full cost of staffing the armed services. The costs that he escapes are the additional sums that would be needed to acquire men voluntarily for the services or those sums that would be offered as payment by draftees to taxpayers in order to be exempted. With either voluntary recruitment, the “buy-him-in” system, or a “let-him-buy-his-way-out” system, the full cost of recruitment would be brought to bear on taxpayers. . . .
A law that establishes the right of a person to his freedom would necessitate a payment on the part of . . . the taxpayer sufficient to cover the cost of using that person’s labor if his services are to be obtained. The costs of labor thus become internalized in the . . . taxpayer’s decisions. Alternatively, a law that gives the . . . taxpayer clear title to slave labor would necessitate that the slave owners take into account the sums that slaves are willing to pay for their freedom. These costs thus become internalized in decisions although wealth is distributed differently in the two cases. All that is needed for internalization in either case is ownership which includes the right of sale . . .
There are two striking implications of this process that are true in a world of zero transaction costs. The output mix that results when the exchange of property rights is allowed is efficient and the mix is independent of who is assigned ownership (except that different wealth distributions may result in different demands).6
This example, for reasons known better to Block than to me, led him to make the following outrageous charge: “I shall then consider what can only be considered immoral implications Demsetz draws from Coase’s view of property.”7 On this score, I note only that my conclusions were an exercise in positive economics, but if one truly desired to detect my preferences, as between the alternatives considered, all he would need to observe is where I placed the words “freedom” and “slave” in the above quotation. The positive economic conclusions I drew from this example contained nothing really new. They are simple extensions of, and in accord with, conclusions drawn by Coase in his analysis of Pigouvian externalities. What is novel is the non-Pigouvian context.
Block’s strategy in his newest critique is two-fold. First, he seeks to separate Coase and Demsetz, claiming that his original critique of positive economics properly applies only to Coase’s conclusions, not to mine. He makes this distinction simply because Coase was not as explicit as I was in the parenthetic reference to income effects in the above quotation. I note that he did not separate Coase and Demsetz in his original critique. Having defended his earlier attack on Coase, the second step in his present critique is to extend the coverage of his complaint to even my conclusions. I consider these steps in turn.
To separate Coase and me, Block serves up his interpretation of Coase’s writings. His claim is that Coase’s conclusions are invalid because Coase makes no statement equivalent to mine in its explicitness in regard to income effects. Coase, of course, is quite capable of speaking for himself, but I find Block’s interpretation of Coase quite unreasonable and quite lacking in any real attempt at understanding. Coase’s statement about the consequences (in a zero-transaction cost case) of a court’s decision regarding the right to control an externality-relevant resource is that the decision “would not affect the allocation of resources but would merely alter the distribution of income” as between the two parties, plaintiff and defendant.8
Persons trained in economics, which is the audience Coase was addressing, would know that an alteration in income distribution generally implies a change in resource allocation, simply because the two parties before the court spend their incomes differently. Coase should have no need to make this point explicit. Block takes the opportunity afforded him by the incompleteness of Coase’s exposition to interpret Coase as claiming that different incomes result from the court’s decision, but that these differences in income generate no derivative effects on resource allocation.
Block is entitled to his interpretation, but it is unreasonable. A reader seeking to understand Coase could easily understand why he does not waste words on the obvious. He is dealing with Pigouvian efficiency conclusions in regard to externalities. One could simply modify the quotation from Coase by rewriting the first phrase to read “Would not affect the efficiency of the allocation of resources.” This would be entirely within the spirit of Coase’s article, and is an accurate reflection of Coase’s disagreement with Pigou. The modified statement completely undermines Block’s criticism of Coase. Incomes might be altered by the court’s decisions, and these altered incomes would affect resource allocation, but they would not affect the efficiency of resource allocation. After all, it is the efficiency of allocation, not the specific allocation of resources, that is Pigou’s issue.
Perhaps more important, the misallocation in resources that Pigou (and the profession) saw as a consequence of externalities has nothing to do with changed consumption expenditures resulting from altered incomes. For Pigou, a laundry cleans too few clothes and a neighboring factory produces too much output because the factory owner fails to take account of the costs that soot from his factory imposes on the laundry owner’s operations. The inefficiency does not come from the reduced consumption that might follow from the greater poverty in which the laundry owner finds himself as a result of soot from the factory. In demonstrating the error in Pigou’s logic, it is only necessary for Coase to show that all costs of the interaction between the parties are taken into account. A laundry owner made wealthier by a court’s decision in his favor spends more on a variety of goods, and a factory owner made poorer by the same decision spends less on a different variety of goods, but what has this to do with the logic that connected externalities to inefficiency? Absolutely nothing. It would have been a waste of time for both Coase and his readers to use several paragraphs to discuss the changed pattern of expenditures that can result from a change in the distribution of income, only then to deny its relevance to the externality question. Hence, he simply writes that the court’s decisions can alter the wealth between the two parties. Block, in his most recent critique, uses Coase’s brevity to support a claim that Coase, although he noted the change in income distribution that would result from the court’s decision, erred by not concluding that, as a result, resource allocation would be affected. But it is Block who is wrong, for he confuses the changed consumption patterns that accompany a redistribution of wealth with the Pigouvian logic that derives an inefficient alteration in resource allocation from the failure of one party to take into account the effect his activity is having on the production cost of a second party.
The second statement referred to by Block is one used by me in commenting on his first criticism of the logic used by Coase and me:
The substantive issue has to do with whether or not the assignment of right ownership will alter the mix of output when “bargaining transactions . . . are costless [and] changes in the distribution of wealth . . . can be ignored.” Coase and I [with a proviso about “free riders”] say no; Block says yes.9
I clearly state that an unaltered mix of output requires both that transaction cost should be zero, and the income effects should be absent, so Block cannot level at me the same trivial debating point he levels at Coase. He is required, if I am to be found in error, to show that a change in resource allocation follows from a change in ownership identity, and that this does not result from positive transaction cost or an income effect. To do this, he again trivializes the issue, this time by renaming income effects as psychic effects.
The case in point is an interaction between a factory and a neighboring homeowner. Soot descends on the neighbor’s soil, making it unfit to grow a garden. The neighbor, if he owns the right to control the soot content of air, refuses to allow the next door factory to put soot into the air, and he does so even if the factory offers him a sum equal to the cost to it of installing a smoke stack soot cleaner. This clearly reveals that in this state of affairs, the gardener puts a higher value on his garden than the sum he foregoes. Suppose, however, that the factory has the right to control the soot content of the air. To preserve his garden now, the gardener must pay the factory to have it remove soot from the air. However, his wealth position is such that he cannot afford to pay for the installation of the soot cleaner even if he were to devote his entire wealth to the task. Hence, if he owns the right to control the soot content, there is a garden and no soot. If the factory owns the right, there is soot and no garden. Resource allocation is altered, yet we are assuming no cost of negotiating between the two parties. Has an income effect produced the reallocation? I say yes. Block says no. He writes:
All that is necessary is that there be an otherwise penniless farmer who derives more value from his flower bed than the cost of installing a smoke prevention device, and cannot bribe the factory to install it, even though he inhabits a zero transaction costs world. He cannot do so . . . because even though his psychic income [from a garden] is $100,000, and the smoke prevention device costs a mere $75,000, this psychic income is specific to him and him alone. It does not translate into a value recognized by anyone else, particularly including the factory owner. He cannot sell this flower bed to a third party, and use the proceeds to bribe the factory owner. This is because the flower bed, his only possession, is not valued by anyone else besides himself. . . . It is impossible for him to “give up $75,000 of the other goods” (as claimed by Demsetz in his indifference curve analysis) because he simply does not have such funds available to him.10
The last phrase “because he simply does not have such funds available to him” sounds like an income effect to me. If the gardener possessed much wealth, he would buy the clean air his garden needs, but if he is poverty-stricken he will not. That he will not because he “cannot” does not make this any less an income effect. From the perspective of the economic analysis of income effects, there is no difference between a person not purchasing good X because he desires to spend his wealth on other goods and a person not purchasing good X because he hasn’t the wealth to make the purchase. In both cases, more of good X will be purchased if more wealth is provided to this person.
Consider the last sentence in the quote from Block more fully, because it misrepresents my indifference-curve analysis. The figure from my paper referred to by Block conveyed the following message. It says that if the gardener owns the right to control the soot content of the air, he can have his garden and still continue to consume as much of other goods as has been his habit. Alternatively, he can give the garden up by selling permission to the factory owner to put soot in the air, in which case, because of the payment he receives, he can buy $75,000 of other goods. This is $75,000 more of other goods than he could have bought by doing without his garden if he did not have the right to control the soot content of the air (but the factory owner did). This clearly establishes that the gardener’s budget constraint is different under the two possible court decisions, and that is what I portray in the indifference curve figure to which Block refers. It should be obvious to everyone (other than Block) that the right to control soot content is valuable. Hence, the court’s decision does alter the wealth of the parties. That the gardener is too poor to buy clean air when he does not possess this right cannot constitute a denial of this wealth effect. That he does buy clean air when he possesses this right is clear from the fact that he forsakes the $75,000 he could have received were he willing to tolerate soot (and the loss of his garden).
Why is he willing to buy the garden by foregoing $75,000 if he owns the right but not if the factory owns the right? Since we are assuming that his preference map has remained unchanged across the court-determined alternatives, the explanation for his changed behavior can only reside in the altered position of his budget constraint. His refusal to accept the receipt of $75,000 to give up his garden (if he possesses the right) is an implicit cost to him of retaining the garden. In effect, contrary to Block’s assertion about the gardener’s inability to sell the garden to anyone, the garden can be sold to the factory for $75,000. If the gardener does not possess the right to control the soot content of the air, this implicit $75,000 is converted to an explicit cost of retaining the garden, for now the gardener must pay $75,000 to the factory owner to secure the needed reduction in soot. Hence, the price to retain the garden is the same in both cases, $75,000, but in one case this price is measured by income foregone and in the other case by income spent. This conversion from implicit to explicit cost is a reflection of the altered distribution of wealth wrought by the court. With the gardener’s utility map unchanged and the price for retaining the garden unaffected by the court’s decision (i.e., implicit and explicit cost are simply two different ways in which this $75,000 price enters the utility maximization equation), the gardener’s changed behavior can only result from the wealth effect that accompanies the switch from an implicit to an explicit cost.
Block cannot deny the altered behavior, because this is necessary for him to claim that resource allocation has been changed as a result of the court’s decision, but he cannot attribute the change either to transaction cost or to income effect if he is to sustain his refutation of my conclusion. Wealth clearly has been changed by the court’s decision, the gardener’s utility function has not been changed, and the price of the garden, $75,000, has not been changed. Well, there seems nothing left for Block to do than to admit that resource allocation has changed because of an income effect.
How does Block maintain his critique? Why, by changing the name of the income effect to that of psychic effect. Block’s discussion of psychic value versus market value is the way he slips this change into the discussion. But, why is psychic value exercised one way if the gardener owns the right to control soot content and exercised the other way if the gardener does not? Is his case any different from someone who thinks a building is underpriced by the market but refuses to buy it because he is too poor, and then, after inheriting some wealth, makes the purchase? Does it matter to the definition of income effects in economics whether the reason he believes the building is undervalued is (a) because he thinks he can generate higher money income (than “the market” thinks) from renting the space out or (b) because (although the market estimate of income is correct) he derives additional “non-marketable” personal utility from his being identified as the owner of this particular building? There is no analytical difference between these cases, and they are both properly classified as income effects when associated with the change in this person’s behavior that results from his inheritance.
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Fiat Money as an Administrative Good
Yuri Kuznetsov
Hans-Hermann Hoppe, in his excellent article “How Is Fiat Money Possible?—or, The Devolution of Money and Credit,”1 explained that fiat money can come into existence through the progressive degeneration of commodity money substitutes. I would like to suggest an additional scenario by which fiat money can come about, a scenario which may be useful for understanding some events in recent Russian history.
Imagine a community with a barter economy where a group of men are permitted to impose a great deal of violence on their fellow citizens. Let’s call this group the State. The State prints paper tickets denominated in numbers, passes them out to the population, and declares that everyone must hand over a certain amount of these tickets to the State or face a harsh punishment, say, five years in prison. When the State acquires these tickets, it exchanges them for goods and services.
The tickets distributed in this way have some important properties. First, they have an initial use-value for members of the community (excluding members of the State): they can be used as a means of rescuing oneself from physical violence. Second, they are very marketable because they can be distributed in any denomination (divisibility). Third, they are small and do not weigh much (transportability). Fourth, they are universally desirable because no one wants to be in prison.
These properties make the tickets very competitive in the Mengerian process of the origination of money. The State could increase its chances of winning the competition with other monies by restricting the ability of people to contract with competing commodities like gold and silver. This step, however, is not necessary provided the sanctions for not paying the tribute are sufficiently severe and unavoidable.
In other words, fiat money can originate by the Mengerian process of selection, but only if it can be exchanged for specific goods, such as the ability to escape aggressive violence. Thus, governmental taxation provides one means by which fiat money could come into existence. Indeed, in our scenario, taxation is the essential cause of the money’s origin.
This fiat money is not irredeemable. It is redeemable in a peculiar commodity: an escape from violence. Clearly, this is not money based on mutual confidence and consent, and neither does it conform to Hoppe’s strictures against injustice in the process of money origination.2
It is worth noting that in reality, the nature of the commodity backing is rather indistinct. Enforcement of any decree is never fully guaranteed. Anyone deciding whether to pay or not to pay a tax always takes into account the probability of being punished for the failure to pay. This probability, in turn, depends on various factors influencing the efficiency of the government’s machinery of violence.
Reorganizing various policing agencies and tax-collecting departments, anti-corruption campaigns, and other political disturbances could considerably change the subjective valuations of this money’s market value. These phenomena, along with inflation, could be an additional source of financial instability.
This scenario may appear to be rather abstract and far from real life. But this appears to me to not be the case. This mental construction is a useful device for interpreting recent events of Russian economic history.
According to a number of Russian economists, the late Soviet economic system might be properly described as an administrative market—a kind of barter economy where not only usual goods and services are marketable, but so are such peculiar items as contents of governmental regulations and planning directives, the opportunity to violate them without penalty, official posts in the state apparatus, and so on.3 Such peculiar commodities might be named administrative goods, because their value for economic actors is rooted in the ability of the State to use violence, and of everyone else to avoid this violence under certain conditions.
The barter character of Soviet economics is synonymous with its non-monetary nature. There were no media of exchange. The Soviet rubles in no sense could be called money. However, Gregory Gaidar’s reform in 1992 not only abrogated some regulations (the determination of prices in rubles by government), but also monetized the Russian economy. The newly created money was a fiat money backed by administrative goods according to our definition.
The scenario I have described approximates the real process of the creation of flat money in the Russian economy during the reforms from 1990 to the present. The reform had two major features: the Russian governmental apparatus was completely reorganized, and huge changes were made in tax legislation to make collection easier and more profitable for the State. This combination was probably an important cause of the ensuing financial instability (the value of the fiat money was continually in flux), an instability that was exacerbated by inflationist policies and continuing political uncertainty.
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BOOK REVIEWS
Capitalism: A Complete and Integrated Understanding of the Nature and Value of Human Economic Life. By George Reisman. Ottawa, Ill.: Jameson Books, 1996. Pp. i, 1046. $95.00. ISBN 0–915463-73-3
George Reisman was a student of both Ludwig von Mises and Ayn Rand. Yet, Reisman’s Capitalism discusses few typically Austrian or Objectivist themes. Amazingly, in a more than 1,000-page book, ostensibly influenced by both Human Action and Atlas Shrugged, there is no index entry for entrepreneurship. Nor will one find entries for the market process, subjective value, or evolution. Austrian business-cycle theory and welfare economics are unexpectedly under-represented. This list of lacuna is brought forward not as criticism, but to emphasize that, particularly in its most original aspects, Capitalism stands somewhat apart from any school or living tradition. Mises and Rand have influenced Capitalism, but surprisingly, Reisman’s greatest influences are Adam Smith, David Ricardo, and John Stuart Mill.
The Division of Labor
Reisman begins Capitalism with a classical theme, the importance of the division of labor. In a wonderful section, he mixes standard Smithian themes with ideas from Mises, Hayek, and Rand to achieve important insights into a division of labor society:
What a division-of-labor society represents is the organization of the total sum of human brain power in a way that enables it to store and use vastly more knowledge than would otherwise be possible. . . . In those areas, where the overwhelming majority of people live as virtually self-sufficient farmers, each family knows essentially what all the others know about production. . . . After interviewing the first such family in each area, very little additional information would be gained from interviewing the hundreds of millions of other such families. What this means, in essence, is that the sum total of the knowledge used in production in a non-division-of-labor society is limited to what the brain of just one or two individuals can hold—such a situation is a case of wasteful duplication. It is the wasteful duplication of the mental contents of the human brain—the wasteful use of man’s ability to store and use knowledge. In this respect and in this sense, a division-of-labor society is indispensable to the efficient use of the human mind in production, (p. 124, italics in original)
Continuing on in this vein, Reisman notes that specialization of knowledge in a division-of-labor society increases the total amount of knowledge which is available to society. Perhaps more importantly, a division-of-labor society lets geniuses specialize in the creation of ever more knowledge. The division of labor lets us exploit increasing returns to IQ.
Having established the vital importance of the division of labor for a prosperous society, Reisman turns to showing how the division of labor depends on capitalism. A division-of-labor society requires massive amounts of exchange, and thus requires prices and a unit of account so that economic calculation can occur. Crucially, it is “The consideration of prices which integrates and harmonizes the plans of each individual with the plans of all other individuals and produces a fully and rationally planned economic system under capitalism” (p. 137). With an understanding of the importance of prices as coordination devices, Reisman turns in Chapters 6–8 to the formation and operation of free-market prices and the disaster of price controls.
Chapters 6–8 of Capitalism are updated versions of Reisman’s previous book, The Government Against the Economy. It was praised by both F.A. Hayek and Henry Hazlitt as an introduction to the principles of economics. The value of the book as an original contribution to the socialist calculation debate has, however, been under-appreciated. Reisman begins his analysis of socialism by analyzing the effects of a single price control in a free-market economy, showing how a price which is controlled below the market price creates a shortage. But Reisman goes far beyond the typical presentation of price controls found in modern microeconomics texts. He demonstrates, for example, how price controls create chaos in the geographic distribution of goods. In a free market, more urgent demanders can outbid less urgent demanders for access to, say, the supply of oil. Thus, a severe winter storm on the East Coast causes individuals on the East Coast to bid up the price of oil in the East, giving entrepreneurs incentives to ship oil to the East from the West where it is demanded less urgently. If the price of oil is controlled, entrepreneurs no longer have an incentive to equilibrate markets. While some individuals in the East freeze for lack of oil, other individuals in the West find they have more than enough oil for even relatively minor uses. Similarly, price controls cause chaos in the functional distribution of factors of production. One would expect that during an oil shortage, the production of oil would be utmost priority. Yet when oil was controlled in the 1970s, oil rigs off the coast of California could not get enough (refined) oil to operate. In a free market, the owners of the oil rigs would have attracted oil by bidding up the price. Instead, because of the price controls, the owners of the rigs were forced to petition the authorities for an increase in oil rations. A single slipup by a bureaucrat can cause absurd misallocation of resources.
Building on his analysis of a single control, Reisman demonstrates how the negative effects of multiple controls feed into one another and multiply the chaos. As more and more controls are added, we finally reach a situation of universal price controls which, in all essentials, is equivalent to socialism. Under a system of universal price controls, shortages exist for almost all goods, and goods are allocated in an almost completely irrational manner. Reisman’s procedure, extrapolation from a single price control to a system of universal price controls, makes brilliantly clear Mises’s argument about the impossibility of rational calculation under socialism. It has become common to explain Mises’s argument as an apodictic conclusion from apriori-type reasoning. This has led to confusion and endless debate on the status of the term “impossible” in Mises’s argument. Rational calculation is impossible under socialism, not in the sense that it is impossible for two parallel lines to ever meet, but in the sense that it is impossible for a man to run a 30 second mile unaided. If 40,000 U.S. bureaucrats armed with the fastest computers and advised by the smartest economists could not rationally allocate a single good, oil, then it is certainly impossible that any group of bureaucrats could rationally allocate hundreds of thousands of goods across space, time, and function. After reading Reisman’s analysis in the original, I felt for the first time that I truly understood Mises’s argument. Today, I use Reisman’s procedure to explain the impossibility of rational calculation under socialism to my principles students.
Price controls also
break the harmonious union of the self-interest of buyer and seller that prevails in a free market and replace it with an altruistic relationship between the two. In this relationship the customer is reduced to impotent pleading for the customary service and customary quality that the seller no longer has any economic motive to supply. Indeed, all of the seller’s motives, both economic and non-economic, now work in the direction of reducing the quality of his product and the service associated with it. (p. 239)
Thus, price controls cause a reduction of quality, consumer impotence, and buyer and seller hatred. Building on this insight and others Reisman explains how universal price controls must inevitably lead to slavery and totalitarianism. To Mises’s impossibility of rational calculation, Reisman adds the impossibility of benevolent government under socialism.1
Some Problems
One annoying problem with Capitalism is that almost everything Reisman says about neoclassical economics is wrong. One particularly painful example occurs at the end of chapter 5, where Reisman argues that neoclassical economics has a circular concept of demand which cannot explain prices. Neoclassical economics, he writes,
explains each individual price on the basis of demand and supply. But the demand curve in each case presupposes all other prices in the economic system. . . . Yet if the formation of those other prices is to be explained on the basis of demand and supply curves, then the price of the good in question, which is supposedly first to be explained by demand and supply curves, must already be presupposed. (p. 169 italics in original)
This is the sort of error which is easily corrected by a simple mathematical analysis, but evidently causes great confusion in purely verbal reasoning. Assume that the demand for A depends on the price of B, and the demand for B depends on the price of A, as, for example, in the following equations.
An equilibrium occurs if supply equals demand in both markets. Assume that the supply of A is fixed at 5 and the supply of B is fixed at 7, then equilibrium occurs when:
and
Contra Reisman, it is a simple matter to solve these equations to find
Mathematically, prices in the two markets are determined “simultaneously.” Economically, they are determined by the market process, a dynamic process of shortages, surpluses, profits, losses, and entrepreneurial actions which push prices towards their equilibrium values (Kirzner 1973). Reisman seems to suggest that the price of one good could somehow be determined independently of all other goods. But this is manifestly false; there is no alternative to “simultaneous” determination via the market process.
A related annoyance is Reisman’s use of the so-called classical theory of price determination. According to Reisman, the classicals conceived of demand “as an amount of expenditure of money, such as $ 1 billion, while supply is to be understood as an amount of a good or service offered for sale” (p. 152). To illustrate, Reisman presents the following equation:
Where D is understood as an expenditure of money and S a quantity of goods.
Whether classical or not, this “theory” of price determination is untenable. How can consumers decide how much to spend on a good without first knowing the price? Are we to believe that consumers choose to spend, say, $ 1 billion on Coca-Cola without first knowing the price of Coca-Cola? If, for some unspecified reason, the supply of Coca-Cola falls, will consumers continue to spend just as much on Coca-Cola as previously?2 And how do suppliers decide how much to supply without first knowing the price?3 The theory of demand and supply explains the market price, the quantity demanded, and the quantity supplied. Reisman’s so-called classical theory explains nothing.4
Most of what Reisman says about neoclassical economics can safely be ignored without affecting the value of Capitalism. Reisman’s use of the classical theory of price is also not a big problem, at least not to anyone who knows to ignore the theory whenever it appears. But the theory does appear sporadically throughout the book, especially in the sections on the quantity theory of money and wage formation. Reisman accepts the classical doctrine of the wage fund which is simply the above equation applied to the price of labor. (Take P as the price of labor, D as the demand for labor considered as a fixed monetary expenditure like $1 billion, and S as the fixed quantity of labor supplied.) This theory makes no more sense applied to wages than to any other price.5 Fortunately, Reisman doesn’t take the theory too seriously and manages to argue to the correct conclusion that the average wage is determined by the average productivity of labor.6 Unfortunately, he argues against the marginal productivity theory of wages which is accepted by both neoclassicals and Austrians (see, for example, Rothbard [1962]).7
Reisman misrepresents the marginal-productivity theory of factor pricing and also the neoclassical theory of price, which in all essentials is the same as the Austrian theory (i.e., the irrelevance of “cost”), because he does not appreciate the difference between partial- and general-equilibrium reasoning. In both cases, Reisman’s errors are errors of interpretation. Reisman’s own theory of price, for example, is in essence the neoclassical and Austrian theory.
According to Reisman, the marginal-productivity theory of factor pricing implies that the price of any factor is determined by the marginal value product of that factor.
Thus, the marginal-productivity theory implies that the price of automobile parts, for example, is determined on the basis of the portion of an automobile’s utility that is lost if the part in question is not present. . . . [But] if one asks how much of a car’s utility or value depends on its having a teering wheel, any one of its four wheel, any one of its four wheels, or accelerator pedal, fuel pump, carburetor, and so on, the answer over and over again, is the whole value, or at least the far greater part of the value, of the automobile. . . . [Therefore] if the value of the parts is to be determined by the loss of utility of the product that follows from the absence of the part, the sum of the values of the parts must far exceed the value of the product, (p. 667)
Reisman’s error is to believe that marginal-productivity theory applies to each industry and to each firm individually, when in actuality it applies to the economic system as a whole. Thus, the value of a steering wheel (or, more accurately, the plastic and leather which make up a steering wheel) is determined by the utility of the least valuable product or service one would have to give up if the requisite plastic and leather were absent. The least value, i.e., the marginal value, of the plastic and leather is not in its use as a steering wheel but in some other use elsewhere in the economy. Suppose an automobile manufacturer needed to purchase an additional steering wheel. To do so would have to draw plastic and leather away from other areas of the economy. Assuming competitive markets, the price the automobile manufacturer would have to pay would just equal the value of the leather and plastic in alternative uses. Leather and plastic have value in alternative uses because they are productive in alternative uses (they produce revenue). The value of the steering wheel is thus equal to its (economy-wide) marginal revenue product (also called the marginal value product).
When neoclassical economists write down and solve a general equilibrium model of the economy, they are representing the above analysis mathematically. Rothbard (1962, pp. 406–9, and passim) gives an equivalent verbal explanation. Rothbard writes, for example, that “The price of a unit of any factor will, as we have seen, be established in the market as equal to its discounted marginal value product. This will be the DMVP as determined by the general schedule including all the various uses to which it can be put” (p. 407, italics added).8
Reisman’s method of explaining factor prices is to refer to their cost of production. In fact, Reisman argues that the price of any manufactured good is determined in the “first instance” by its cost of production. For many purposes, such partial equilibrium reasoning is perfectly acceptable. It is important to remember, however, that all “costs of production” are ultimately opportunity costs (which means all costs are ultimately subjective). From a general-equilibrium standpoint, the cost of an automobile is the value of the dishwasher, lawnmower, and refrigerator one could have had if one had used the resources necessary to make an automobile in their alternative employments. In a free market (absent major externalities) the money “cost” of an automobile exactly represents the value of goods foregone by the automobile’s production. It was Mises’s great insight that only free-market prices could accurately represent the value of goods foregone, and that without such prices, rational economic calculation is impossible.
In principle, Reisman understands the above analysis, but because he rejects marginal productivity theory and also the notion of opportunity cost, he is unable to express these insights in a succinct manner.9 Thus, he notes that, ultimately, all prices are determined by demand and supply, but this leaves open what determines supply. Only once does Reisman tell us that supply curves are determined in general equilibrium by competing demands (and he seems to restrict this case to upward sloping supply curves, see p. 165). Instead of using the concept of opportunity cost, Reisman is forced to bring back the classical device of separating goods into reproducible and non-reproducible categories (manufactured goods being an example of the former and Manet paintings an example of the latter). Thus, we have not one but several theories of price depending on the category of good. Costs, in a similar manner, are said to have a “direct” influence on the price of some goods, but only an “indirect” influence on the price of other goods, and so forth. This expansion of price theories and artificial categorization of goods is unsatisfactory, especially when the neoclassical or Austrian theory is available. Simply put, all prices are determined by demand and opportunity cost or, equivalently, all prices are determined by preferences and production functions.10
At first, I found Reisman’s failure to discuss the subjectivity of cost and his closely related abandonment of opportunity cost puzzling. Other choices were also puzzling. For instance, Reisman tends to work in terms of money prices instead of relative prices, and money rates of return instead of goods rates of return.11 Why? Is Reisman trying to banish subjective and unobservable elements like opportunity costs from economics in favor of objective and observable elements like money costs and money rates of return? If this is the explanation for the abandonment of subjective-cost theory, expectations, and opportunity cost, it is unfortunate. I am in favor of developing testable theories with observable implications, but one can’t make progress in this direction by ignoring the essential fact that economics does deal with human action.12,13 Progress comes only when we face the difficulties inherent in human action and devise, as best we can, methods for overcoming these difficulties.
Macroeconomics
Like the classicals, Reisman focuses his analysis on the long run. In his discussion of wages, for example, Reisman focuses exclusively on the average wage and on the factors accounting for the growth in wages over time. Very little time is spent discussing wages in different industries or at different times across business-cycle frequencies. To explain long-run wage growth, Reisman introduces and explains what in all essentials is the Solow (1957) model. Reisman’s explanation is verbal rather than mathematical, and is well done. In Solow’s (1957) model, technology enters the production function as a multiplying factor which raises the productivity of the current capital and labor stock, i.e., Y = Ax F(K, L), where A denotes technology. Reisman’s model differs from this in assuming that (a) technology is embodied in capital, and (b) that as a result, returns to capital are (can be) constant. Technology does not raise the productivity of some homogeneous lump of stuff called K. New technology is inseparable from new forms of capital. Growth is the process of substituting steel for iron, titanium for steel and so on. Reisman’s discussion in this section is enlightening and well worth reading.14 After a long period of quiescence, the theory of growth has reclaimed the center stage of the macroeconomics literature, and Reisman’s analysis reads as quite modern in flavor. Other highlights in the macroeconomics section of Capitalism include a discussion of Say’s law which is very good, if somewhat long and tedious.
Most of Capitalism’s macroeconomics section is given over to a lengthy discussion of Reisman’s theory of long-run profit or interest, which is built upon a re-conceptualization of the national income accounts. Reisman’s discussion of the national income accounts is very similar to that of Skousen (1990), who bases his theory on Rothbard (1962), Hayek (1935), and others in the Austrian tradition. For example, Reisman writes that
the contemporary concept of GNP is not only, in actuality, a highly netted-product concept, but it goes so far as to seek to obliterate both the production and the productive consumption of the so-called intermediate products. (p. 678)
While Skousen (1990, p. 188) writes,
the gross private investment figure in GNP is not really a gross number after all. It is actually a net measure and purposely excludes “intermediate goods” that are purchased to be used as inputs in producing other goods and services.
Rothbard (1962, p. 343) agrees, noting,
Current “gross” figures, however, are the height of illogicality, because they are not gross at all, but only partly gross. They only include gross purchases by capitalists of durable capital goods. . . . [but] it is inadmissible to leave the consumption of nondurable capital goods out of the investment picture.
Reisman, Rothbard, and Skousen also agree that it is primarily gross savings by capitalists which maintains the capital structure. To prove this point, Reisman (p. 686) asks us to assume
that businessmen and capitalists, who sell their goods and services, use the full amount of their sales receipts to make purchases for their own consumption. . . . In such a case, there would simply be no source of a demand either for capital goods or for labor by business firms. . . . What would happen under such conditions is that the division of labor would revert to the most primitive level.
Rothbard’s (1962, p. 341) discussion is similar. He asks us to suppose
that the capitalists decide to break up the smooth flow of the ERE by spending all of the 100 ounces for their own consumption rather than investing the 95 ounces. It is evident that the entire market-born production structure would be destroyed. . . .[The] economy would revert to barbarism, with the employment of only the shortest and most primitive production processes.
Despite the close connection between Reisman’s theory of aggregate accounting and that put forth by Rothbard and greatly elaborated and extended by Skousen (1990), there is only a footnote reference to Skousen and no references at all to Rothbard.15 Instead, Reisman cites as his inspiration Adam Smith and John Stuart Mill. The problem is not primarily a failure to reference predecessors. The problem is that Reisman’s discussion mostly recounts earlier work in the Austrian tradition without building much upon that work.16
Indeed, in many respects, Skousen’s (1990) analysis is more rewarding. Skousen, for example, provides estimates of U.S. national income using the correct concepts of gross investment, gross savings, and so forth. Skousen’s review of the literature on aggregate income accounting is comprehensive and useful. He points out, for example, how tools like Leontief’s input and output tables can be used to develop better measures of the national accounts. Unfortunately, few Austrians have an empirical bent, and Skousen’s (1990) estimates are only cursory. Real progress will occur on these issues only when Austrians (a) actually use their theory to improve the national income accounts, and (b) show how the improved accounts help us understand growth, business cycles, and other issues in macroeconomics.
Policy
Capitalism is much closer in style to Mises’s Human Action or Socialism than it is to Rothbard’s Man, Economy, and State, which is to say that the text is punctuated with applications, historical observations, and analyses of policy, rather than being a single, sustained praxeological argument. Reisman’s analyses of policy are skillful both in terms of economics and rhetoric. As an example of rhetoric:
The environmental movement maintains that science and technology cannot be relied upon to build a safe atomic power plant, to produce a pesticide that is safe, or even to bake a loaf of bread that is safe, if that loaf of bread contains chemical preservatives. When it comes to global warming, however, it turns out that there is one area in which the environmental movement displays the most breathtaking confidence in the reliability of science and technology, an area in which, until recently, no one—not even the staunchest supporters of science and technology—had ever thought to assert very much confidence at all. The one thing, the environmental movement holds, that science and technology can do so well that we are entitled to have unlimited confidence in them is forecast the weather—for the next one hundred years! (p. 88)
It might seem odd that a book on economics should devote considerable space to an attack on environmentalism, but Reisman argues quite convincingly that environmentalism is to our time what socialism was to Mises’s.
Reisman’s analysis of socialized medicine is also worth quoting:
In what is perhaps the supreme irony of the system, in efforts to control costs, the government ends up actually opposing advances in medical technology. It comes to regard such procedures as the implantation of artificial hearts as a major threat to its budget . . . In addition, in further cost-containment procedures, the government begins to restrict or prohibit whole categories of procedures, from cosmetic surgery to bypass operations. . . . Thus, people who under private medicine could have obtained such procedures by spending their own money for them are denied the ability to obtain them. They are denied this ability because taxes to pay for the medical care of others, and simply to squander, drain them of the necessary financial resources. . . . Thus it should not be surprising that under socialized medicine in Great Britain, for example, bypass operations are made difficult to obtain for people over fifty-five years of age, and an elderly person who breaks a hip is likely to die before being able to obtain corrective surgery. (p. 149)
Other aspects of Capitalism I will only mention briefly include a defense of the gold standard, a critique of anti-trust laws, and an attack on Keynesian economics. The latter is well done although somewhat dated. Regretfully, Capitalism has nothing to say about issues in information economics like moral hazard, adverse selection, signaling, and so forth. In the right hands these ideas constitute a strong critique of the market (although not necessarily a defense of the state). Joseph Stiglitz’s (1994) book Whither Socialism? is today the cutting edge of market critiques, at least among economists. A capitalist manifesto for the twenty-first century will have to take up new Keynesian concerns.
Conclusion
In conclusion, Capitalism’s treatment of the division of labor, price controls, economic calculation, and Say’s law are likely to remain definitive for a long time. The sheer size of Capitalism makes it a superb reference work; there is hardly a critique of free-market economics which is not here analyzed and demolished. I would enjoy using much of Capitalism as a text in an advanced undergraduate economics class. Reisman’s resurrection of the classical approach to macroeconomics, however, is fundamentally misguided. Austrian economics provides valuable insights into entrepreneurship, the market process, and welfare economics (insights which, for the most part, Reisman does not avail himself of). Austrian capital theory and national income accounting could perhaps form the foundation of a revised Austrian and neoclassical macroeconomics. But on other issues, like growth theory, financial economics, and pricing in general equilibrium, Austrian economics has no well-developed body of thought. On these issues, Austrians are well advised to adopt the neoclassical approach rather than to attempt a resurrection of classical thinking.
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1Reisman’s analysis of socialism belongs to the field of what most economists would call political economy or public choice. Thus, it is rather odd that Reisman insists that economics is the science of wealth, and that Mises is confused when he calls economics a branch of a larger field which studies human action (see, p. 42 and chap. 2, n. 12). The post-1950 rise and contributions of public choice, social choice, law and economics, and Chicago-school sociology make it eminently clear that Mises’s understanding of economic method is correct.
2This type of behavior can be rational, but only for a limited class of utility functions.
3One could argue that S is fixed in the very-short run but then the classical theory is, at best, a theory of very-short-run price determination—not a particularly useful theory.
4Of course, in equilibrium, Reisman’s equation is correct. As a matter of logic when Qd = Qs then p = p x Qd/Qs, but the equation tells us nothing about price determination.
5To Reisman’s credit he quotes at length Mill’s famous rejection of the wages-fund doctrine (pp. 664–65). After reading Reisman and re-reading Mill, I continue to side with Mill.
6Reisman is incorrect to think that this conclusion is at odds with the marginal productivity theory. Let total output be a function of capital and labor, written Y = f(K,L). By Euler’s theorem (see any math economics text) and constant returns to scale, Y = FkK + FLL, where Fk, FL are the marginal productivity of capital and labor respectively. Marginal productivity theory says w = FL and r = Fk where w is the wage rate and r the rental rate on capital (and the output price has been normalized to 1). Substituting we have Y = rK + wL and rearranging
which says that average wages are equal to the productivity of labor minus the rental rate times the capital-to-labor ratio. Rearranging, we have
where the last equality says that the average wage equals the demand for consumer goods (taken á la Reisman as an expenditure of money) divided by the supply of labor. The last equality follows by assuming all wage income is consumed, and is similar to Reisman’s equation 6 (p. 621). The difference between Reisman’s analysis and the one given here is that the above analysis is (a) founded on defensible economic reasoning and (b) far richer in economic content. In addition to being a theory of production, it can easily be extended into a theory of growth and growth accounting, for example.
7Oddly, Reisman accepts that factor prices are determined by marginal products (p. 209), but then rejects the marginal productivity theory (p. 666).
8It is not hard to see how Reisman was misled. Most microeconomics texts discuss only how a firm chooses the quantity of each factor to employ on the basis of a given price. In this partial equilibrium presentation, it is more correct to think of the price of a factor “determining” the marginal product than the other way around. Most texts leave general-equilibrium type reasoning for advanced courses, a decision which can lead to confusion. Rothbard (1962) presents both the partial- and general-equilibrium perspectives.
9The phrase “cost of production determines price in the first instance” is misleading. Whether money costs determine prices or prices determine money costs is not a question of time but of perspective. For some questions, such as analyzing the effects of a rent control or an increase in demand, the partial-equilibrium perspective is convenient and appropriate. For other questions, particularly deep questions about the nature of prices and costs, only a general-equilibrium perspective will suffice.
10Opportunity cost is a function of technologies or production functions. The formulation in the text assumes competitive markets but institutions can also affect prices.
11At several points, for example, Reisman analyzes an issue by assuming money is held constant, and then re-analyzes the same issue by assuming the money supply is increased or decreased. These re-analyses can be tedious. Reisman’s theory of profit and interest is also a monetary theory; he wishes to explain the difference between total monetary business receipts and total monetary business expenditures. Reisman rejects the time-preference theory of interest primarily because it explains a rate of return in terms of goods. I suspect, but have not shown, that most of Reisman’s criticisms of the time preference theory are a result of not fully tracing through the implications of a given rate of return in the goods market to other markets in the economy.
12 Recall that Reisman rejects Mises’s description of economics as the science of human action, preferring a definition in terms of the production and distribution of wealth (see note 1 above).
13It is worth emphasizing that there is no contradiction between objective value theory in ethics and subjective value in economics. The two theories deal with entirely different questions and have no bearing whatsoever on each other. See, for example, Rothbard (1962, pp. 63–64), and Tabarrok (1990).
14As usual, with the exception of Samuelson and Nordhaus’s principles textbook, which Reisman cites incessantly and negatively, he appears unaware of neoclassical economics. Solow (1960) published a model with technology embodied in capital a scant three years after his classic paper on growth. Hulten (1992) cites the modern literature and assesses the evidence for and against the embodiment hypothesis. Modern theories of growth are surveyed in Barro and Salai-i-Martin (1995).
15Rothbard (1962) is referenced elsewhere in Capitalism.
16To be sure, to the extent that Capitalism is understood as a textbook, covering old ground is fully appropriate.
Austrian Economics in America: The Migration of a Tradition. By Karen I. Vaughn. Historical Perspectives on Modern Economics. New York and Melbourne: Cambridge University Press, 1994. Pp. xiv, 198. $49.95. ISBN 0-521-44552-3.
Some books are distinguished by inaccuracies, stilted or idiosyncratic interpretations or by a simple lack of scholarship. These are simply forgettable with “the only bad review being only an obituary.” Others are this and plenty more—they do actual and discernible damage to the subject they seek to treat. Such is the case with this book that seeks to “clear away the underbrush so that the hoped-for revolution [an Austrian revolution] can have a more hospitable soil in which to take root.” Not only does it not clear “the underbrush” (a silly and inapt metaphor), Vaughn’s book shows little appreciation for the development of Austrian economics in the United States or anywhere else, or for its present or future status. Austrian economics fortunately is made of sterner stuff and will survive this treatment. Vaughn does serious damage to fair interpretation nonetheless. In my view (and I am more a sympathizer than a card-carrying Austrian), her stance, if it is really taken seriously, builds a catafalque for this critically important area of economic thought.
The title of this book, if not the content, suggests three possibly important issues that Vaughn might have considered. First, what is the nature of the tradition, history, and economic theory of the Austrian school? Second, does Austrian economics stand as a separate and coherent theory today? Finally, has an expanded neoclassical analysis paralleled or “absorbed” Austrian notions of ignorance, time, the entrepreneur, and knowledge requirements? This book fails to contribute in any meaningful way to any of these matters.
The historiography of Austrian thought and the “tradition” of which Professor Vaughn speaks is reduced to a few well-known figures and ideas (chapters 2–5) flavored only with Vaughn’s stilted interpretations. I find both the older and the more modern writers of the Austrian school to be critically misrepresented in this account.
Consider the older tradition, whose font was the triumvirate of Carl Menger, Friedrich von Wieser, and Eugen von Böhm-Bawerk. Vaughn devotes two chapters to Menger and “Mengerian themes” (found in Hayek in particular) in a summary of well-known literature. Her treatment boils down to an assertion that Menger’s themes of knowledge, ignorance, time, and process were the singular essences of Austrian economics. Wieser and Böhm-Bawerk are depicted as not having “a Mengerian vision” (p. 7). This is utter nonsense. Vaughn believes that Menger’s “themes” were resurrected in the socialist calculation debates between Ludwig von Mises and the “neoclassicals.” She should consider Wieser’s Natural Value, his Social Economics, and the writings of Bohm-Bawerk more closely.
In Natural Value (1883), Wieser outlines and then destroys the theoretical case for socialism by directly confronting the argument that profits and interests are necessary payments but not necessary receipts (the socialist argument). I further suggest that her dismissal of Wieser (see pp. 33–35) as a closet neoclassical is preposterous when one reads his Social Economics (completed in 1914 but not published until after World War I). In it Wieser made giant strides toward the development of a number of contemporary Austrian themes, including (a) the emergence of institutions as the result of spontaneous order; (b) the depiction of competition as a rivalrous process opposed to (simply) a static model; and (c) the key role of the entrepreneur in the economic process. The integration of economic theory into a theory of institutional change, a clear extension of Menger’s work on the development of money, is perhaps the most important of these genuine achievements, especially given the concerns of some contemporary Austrian and neo-institutional economists.1
The dismissal of Wieser and Böhm-Bawerk as Austrians of the older school is, unfortunately, only one example of Vaughn’s serious lapse of accuracy and incompleteness.2 Her spotty and sparse attention to the Austrian tradition in America is an even more glaring and disastrous omission. While Mises, who was Böhm-Bawerk’s (not Menger’s) student, and Hayek get some summary treatment, it is as if economists such as Joseph Schumpeter, Gottfried Haberler, Oskar Morgenstern, Fritz Machlup, and Paul Rosenstein-Rodan did not even exist, let alone constitute an inextricable part of the “tradition.” A footnote or two (see p. 36 n. 22) and a blanket dismissal of these game players as “neoclassical sympathizers” just doesn’t get to the core of these critical contributions to the Austrian way of thinking.
I know, for example, that Oskar Morgenstern considered himself, first, last, and always, a direct descendant of and a worker in the fields of the Austrian tradition. In 1969, when he visited Texas A&M for several long stints, Morgenstern lectured to my “thought” classes on Austrian economics and its development in America. My yellowing notes reveal that Morgenstern had a clear grounding in Mengerian principles and that grounding was a vital part of Morgenstern’s research at the time (on stock market prices, I believe). He had my class reading his Accuracy of Economic Observations, written in 1950 (second edition 1963). While purporting to recount “the Austrian tradition,” Vaughn virtually ignores the work which most clearly explains why the all-too-frequent misuse of econometrics should be taken with a grain of salt—a very modern Austrian predilection.
Vaughn’s non-treatment of serious scholars whose works flow into both Austrian and non-Austrian mainstreams reflects a more basic problem in her entire treatment. Her treatment is itself based on an idiosyncratic interpretation of what Austrian economics or neo-classical economics (for that matter) is.3 The limited perspective is furthered by her very interpretation of Austrian economics as essentially (only?) the economics of time and ignorance. Great attention is lavished (pp. 92–178) on this idée fixe which occupies almost half of the book. At the risk of trite paraphrase, this view may be summarized: Since we cannot know what we cannot know (the future), and since econometrics is of no help, predictive models are useless or are “severely limited.” This, at least to this reviewer’s mind, is the core problem with the book, and the reason why it damages the topic it seeks to venerate.
Ludwig Lachmann and his coven, including the hermeneuticians, have driven a wing of the Austrian movement to an anti-scientific theological view of “what Austrian economics is.” Radical views of knowledge and knowledge requirements force a retreat to decon-structive anti-science with which Vaughn flirts. (On this point I am in full agreement with the late Professor Murray Rothbard.) Pursuit of this Holy Grail will leave Austrian economics and any other branch of thought that embraces it exactly nowhere.4 Hermeneutics is, root and branch, a surrealist stupidity reminiscent of the Roman Church’s attacks on science or the fundamentalist attack on biology. There is no “middle-of-the-road” in this war that does not, of necessity, spit on science and scientific principles. Perhaps the romance with hermeneutics or its variations might end in the creation of a magic decoder ring.5
Large chunks of this book are devoted to sterile and unnecessary attempts on the part of some Austrians, including the author, to “find themselves” and define a new paradigm. It would be facile to dismiss this book as a patchy-idiosyncratic summary of some Austrian ideas, because the errors and lapses go much deeper than that. Even though there is little new in the book, the interpretation she provides is a call to nihilism. From that undiscovered country, as Hamlet noted in another context, no traveler returns. When the direction of economic activity cannot be predicted or predicated upon some solid behavioral responses, markets do not matter, and their defense is irrelevant much as they are at the hands of the rational mechanics that the Austrians so fondly (and correctly) assail.
Fortunately, Austrian endeavors and prospects are more solid and promising than Vaughn proposes. Rather than simply being the “economics of time and ignorance,” Austrian concerns bridge and intimately connect with a number of areas with a complexity that belies this book’s simplistic treatment. Indeed, other reviews of this book (by Austrians) have noted some of these areas. Fortunately, it represents a small, angst-ridden wing of the Austrian movement—those with a penchant for internecine methodological warfare—and not its more vital quarters. A number of young Austrians really do economics and interesting economics at that. Austrian-flavored analyses of monetary theory, macroeconomic and growth theory, antitrust, and law and economics are being promulgated by writers such as George Selgin, Larry White and Don Boudreaux, to mention only a few. And Israel Kirzner continues to enlarge our knowledge and analysis of the role of the entrepreneur. Perhaps someday soon, an Austrian will provide a work that reveals the real complexity of the area without the Heraclitan highjinks and theological overtones that pervade this treatment.
Robert B. Ekelund, Jr.
Auburn University
1Böhm-Bawerk’s extension of Menger’s subjective exchange theory and his Mengerian discussion of the process of exchange is yet another obvious lapse in Vaughn’s account.
2Her interpretation of the methodenstreit ignores the impact of the iron-fisted system of university administration in Germany, although Vaughn provides the shallow statement that Schmoller “managed to keep Mengerians out of academic positions in Germany” (p. 36) without further explanation. Where, in addition, is an analysis of early Austrian influences in England at the hands of William Smart (see his Theory of Value, 1891) and others in Vaughn’s account of the “migration of a tradition”?
3On page 9 of her book, for example, Vaughn virtually equates neoclassical economics with constrained maximization. She also has trouble with possible differences between “mainstream economics” and “neoclassical economics.” But brushing aside the differences, she alleges that these constitute a “program that explains all human action as variations on constrained maximization where preferences are considered to be given, well-ordered, and stable, and where there is widespread knowledge of constraints.” An opposing view is contained in recent works by Douglas North, Gary Becker, and William Baumol.
4Vaughn does not note that these movements are taking place elsewhere across the spectrum of contemporary economics. A contemporary “Veblenian” approach is taken, for example, in recent works by Malcolm Rutherford and Lars Magnusson in which radical knowledge requirements demand a serious modification or negation of predictive economic theory. It is equally non-scientific in these manifestations.
5Her proclivities for moral theology are revealed when she opines that a role of Austrian economics (and Austrian economists) might be to provide a “philosophical conscience of the economics profession.” Continuing, she notes that “this may not be a bad thing: Lord knows, economics needs some kind of conscience, but it is also true that most people are not particularly fond of having a conscience, despite the fact that they may be better off with one than without” (p. 167). Does Vaughn pretend to know what conscience is or what matters should be matters of conscience? Perhaps economists are not particularly fond of having half-baked theology served up to them either.